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Feedback basics

objective is to make the output
dynamic system (plant) behave in
sired way by manipulating input
puts of the plant.

ulator problem - keep small or
stant

vomechanism problem - make
w a reference signal

dback controller acts to reject the external disturbances.

error between and the desired value is the measure of feedback
y ways to define the numerical performance metric

MS or maximum errors in steady-state operation

tep response performance such as rise time, settling time, oversho

dditional measure of feedback performance is the average or pea
rt is almost always important due to the finite actuator range.

dback system robustness- how does the performance change if the pl
nge? How do the changes in sensors and actuators affect the syst
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Beam Dynamics Feedback Principles - Gener

ciple of Operation-Feedback can be used to change the dynamics o

sverse - measure( , ) - kick in ,

gitudinal - measure  - correct E

hnical issues

p Stability? Bandwidth? Noise? Emittance blow-up?

up, Kicker technologies? Required output power?

cessing filter? DC removal? Saturation effects? Diagnostics (syste
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Overview of Feedback Options for E cloud

mple/existing centroid systems 2 ns sampling (PEP-II, KEKB, ALS

iagonal controller formalism treats each bunch as rigid object

aximum loop gain from loop stability and group delay limits - 1 tur

aximum achievable instability damping from receiver noise floor lim

tron-cloud effects act within a bunch (effectively a single-bunch
ch train (coupling near neighbor bunches)

 andLHC needs may drive new processing schemes and architectures

ting Bunch-by-bunch (e/g diagonal controller) approaches may no
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Processing Requirements

instability control, the processing channel must

tract (filter) information at the appropriate betatron or synchrotron 

mplify it (a net loop gain must be generated, large enough to cause
pedance)

enerate an output signal at anappropriate phase(nominally 90 degrees, b
nd cable delays, pickup and kicker locations are considered)

e technical issues

andwidth/sampling rate (2500 - 4000 MHz?)

C offset removalfrom the processing channel (e.g. from DC synchron
rbit offset)

aturation on large input errors

oise in the input channel (e.g. bandwidth reduction via processing 

aximum supportablegain - limits from noise as well as loop stability

iagnostics (processing system and beam dynamics)

ideband pickups and kicker systems
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Filter Implementation Options

inology

ime domain - bandpass bunch by bunch filters

equency domain - modal selection, notch at Frev
pling process suggests discrete time filter (filter generates correc

trols saturation)

eral form of IIR filter (infinite impulse response)

eral form ofFIR filter (finite impulse response)

 bandwidth filter - insensitive to variations in machine tune

ow bandwidth filter - helps reject detector noise

imum gain - when noise in front-end saturates DSP processing
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New directions -possible technical opti

rix (modal) controller (corrections from off-diagonal signals)

ebandsingle-bunch (slice) correction (Ghz bandwidth, DSP or electro

 - 8 GS/sec. bunch coordinate sampling (take advantage of 25 ns 

daptive control filters

e varying filters? time varying gain?

tiple pickups (M pickups, spaced at various betatron phases)

tiple kickers

rid Fast Feedforward (< 1 turn) in combination with multi-turn Feedb

d forward lowers growth rates to scale where feedback over sever

s than 1 turn group delay needed?

a matrix correction algorithm

a signal transmission across the ring
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New directions -possible technical optio

 GS/sec. bunch coordinatesampling (take advantage of 25 ns bunch 

rumentation for SPS measurements - use existing iGp

p - 500 MS/sec. platform in use at Frascati, KEK (transverse coup

board - 1.5 Gs/sec. proof of principle lab study

200 MHz Sampler bandwidth resolves high frequency structure on



orkshop November 2008

 R&D

Low 9

(Joi eam motion and influences
equ

4 - 8

(nec

Lab dy)

High  - expand?)

(dig

Low hes

(nec

Wid

Bigg beam measurements)
CERN Ecloud W

LARP Fundamental feedback technology

-noise transverse coordinate receivers and pickup techniques -2008/200

nt SLAC/KEK study with M. Tobiyama -noise floor sets damped b
ilibrium emittance)

 GS/sec. bunch coordinate sampling and output kick

essary to resolve modes within the 1 - 2 ns bunch length)

 effort - prototype 4 GS/sec. back end (2008/2009 Joint SLAC-KEK stu

-Speed Matrix computation channels (existing 1.5 GS/sec. design

ital signal processing architectures)

 latency computation/processing/physical implementation approac

essary for <1 turn correction group delay)

eband Pickups, Wideband Kickers (2009/2010)

est Issue to resolve -  time scale of instability growth ( simulations, 
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ring DAFNE E Cloud study in
the horizontal plane

izontal plane growth rate measurements vs.
ch spacing. The fastest growing modes are
frequency (typically mode -1)

on-linear current dependence of growth rate,

scillation frequency

riation with bunch spacing

suggestive of an electron cloud effect
onsistent with a simple resistive wall
ability)

data are taken using a digital Gproto system
transient-domain (grow-damp) excitations

 D. Teytelman, et al)

es from “Design and Testing of Gproto Bunch-by-bunch
al Processor.” D. Teytelman, C. Rivetta, D. Van Winkle,
kre, J. Fox, A. Krasnykh (SLAC), A. Drago (Frascati).

-PUB-11943, Jul. 18, 2006. 4pp.Contributed to
pean Particle Accelerator Conference (EPAC 06)
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Summary and LARP SPS and LHC Ecloud FY2

ed on the FY2008 results, LARP plans a more detailed effort in 20

evelop a beam dynamics/feedback dynamics simulation model

evelop the detailed requirements for a new wideband feedback sy

roof-of-principal technology R&D on GHz bandwidth (e.g. 2 - 4 GS

Machine Physics studies, development of transient-domain instrume

elling,estimation of E-Cloud effects

elling of closed-loop system dynamics, estimation of feedback sys

luation of possible controlarchitectures, possibleimplementations

hnology R&D - Specification of wideband feedback system technic

ideband RF instrumentation, high-speed digital signal processing

LAC/LBL have extensive collaboration associated with instability c
rocessing and high-power beamline kicker components

9 LHC (dipole) Bunch-by-Bunch Feedback commissioning
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SPS E-Cloud and Instability Control

ies by Arduini, et al and simulations by Rumolo, et al identify key ac
PS Ecloud dynamics (many contributors in these areas)

orizontal - coupled-bunch behavior

ertical - single bunch-like instability, evidence of 700 MHz structure

e scales - consistent with several machine revolutions

 proof of principle instability feedback experiment by Macek et al

ure from Arduini, et al Ecloud 2004 proceedings)
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Results from the June 6 MD

oefle, G. Rumolo, G. Arduini, R. De Maria, J. Byrd et al -

edicated MD in SPS during machine scrubbing

tensity 1E11 P/bunch, 25 ns separation, 72 bunches/batch, 5 batc

wered chromaticity to reduce damping - transverse signal seen af

sverse signals from exponential stripline couplers, hybrids (yellow
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Results from the August 12 MD

ow-on from June MD

ox, W. Hoefle, R. De Maria, G. Arduini, G. Rumolo, J. Thompson e

nel Access to SPS - measure exponential coupler matching, find/fi

e difference hybrids from tunnel to control room, match lengths of

t out issues with hybrids, measure best 3, build simple receiver

pared data recorder, software, use wideband 2 GHz bandwidth, 50

rescheduled twice from 8/11, finally get 2 AM to 10AM Aug13

sults

tches 1E11 P/bunch, 25 ns spacing, 72 bunches batch- better vac

red chromaticity per June but 4 not 5 batches

700 Mhz Transverse signal at high frequency observed (time or frequen

of high-frequency signals > 1700 MHz observed - propagating mode

ed RF voltage modulation to try to excite quadrupole oscillation (in

Ecloud-like signal observed
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Progress Report - Ecloud/Feedback Mod

hompson (Cornell Undergrad) was supported by J. Byrd for 6 wee

ject -adapt Ecloud model code from G. Rumolo (thanks to G. Rum

l - examine dynamics with simple transverse feedback in model - 

rowth rates

odal patterns

andwidth implications - explore dynamics with limited bandwidth fe

ject summary

ry impressive start for an undergrad

es - “feedback model” has no noise, time delay, frequency respon

rection is applied on same turn as transverse offset is sensed - no e

ud code uses 72 slices/bunch, but bunch length varies over time
ch structure changes. can’t directly transfer data to frequency do
uency domain

ud code had no coupled-bunch (dipole) impedances or instabilitie

al suggestions- with this sort of “imaginary feedback” and 4 samples
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Goals -FY2008/2009 LARP Ecloud eff

8/2009 -Better understand Ecloud dynamics via simulations and m

articipation inE-Cloud studies at the SPS (June, August 2008)

nalysis ofSPS and LHC beam dynamics studies, comparisons with Ec

articipation inLHC transverse feedback system commissioning

daptation of SLAC’s transient analysis codes to SPS and LHC datastruc

9 -Develop reduced beam dynamics model to use in combined be

luate feasibility of feedforward/feedback techniques to control un
amics

tify critical technology options, evaluate difficulty of technical imple

hnical analysis of options

unch-by-bunch dipole control (existing systems, possible enhance

ingle bunch control (wideband, within bunch Vertical plane)

undamental technology R&D in support of requirements

tem Design Proposal and technical implementation/construction p
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SLAC/KEK/LNF 1.5 GS/sec. Baseband processin

LVCMOS control bus
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Gboard - joint SLAC/KEK/LNF study
eband architecture with 1.5 GHz maximum
essing rate implemented as a single VME64X
ule. Data Flow Processing is implemented in 4
x Virtex-II FPGA devices.

h chip handles 4 data samples in parallel. With
ven stepping parallel stream alternates between 16

14 samples (94-107 MHz clock rates at 1.5
S).

-tap FIR channel was designed, compiled, placed
 simulated for the FPGA implementation.

8 bit ADC data, 8 bit DAC output

16 bit coefficients

Full width accumulators (24-29 bits)

Shift gain of 0-7 bits

Output saturation to 8 bits

FPGA resource usage - 52%

Compiled implementation has 6.3 ns cycle time
- for 1.5 GHz we need 9.3 ns.
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