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CERN programs
ECLOUD *1997
e- build up heat-load multi-bunch wake field;e- build up, heat-load, multi-bunch wake field;
2-D space charge, 3-D B fields, simple geometries
G. Bellodi, O. Brüning, G. Rumolo, D. Schulte, , g, , ,
F. Zimmermann, X.L. Zhang

HEADTAIL * 2001HEADTAIL *~2001
single-bunch instability, emittance growth
E B d tt G R l R T F ZiE. Benedetto, G. Rumolo, R. Tomas, F. Zimmermann

Faktor2 *~2006Faktor2 ~2006
e- and ion build up, arbitrary geometries, 2D & 3D space 
charge W. Bruns; “custodian”: G. Rumolocharge  W. Bruns; custodian : G. Rumolo

IECP *2007 incoherent effect in e+ beams, F.Z.



documentation available on LHC electron-cloud web site:
http://ab-abp-rlc.web.cern.ch/ab-abp-rlc-ecloud/

ECLOUD manual 2003 HEADTAIL manual 2002



documentation available on LHC electron-cloud web site:
http://ab-abp-rlc.web.cern.ch/ab-abp-rlc-ecloud/

FAKTOR 2 description 2006 FAKTOR 2 description 2007



FAKTOR2 Usage and Rationale – EUROTeV reports published in 2007



electron cloud in a dipole end field, simulated byelectron cloud in a dipole end field, simulated by 
3D code FAKTOR2; W. Bruns, PAC’07



IECP d i i 200

documentation available on LHC electron-cloud web site:
http://ab-abp-rlc.web.cern.ch/ab-abp-rlc-ecloud/

IECP description 2007

incoherent blow up in e+ storage ring

Vertical emittance in the ILC 6-km damping ring
(OCS) as a function of turn number, with synchrotron 
radiation only, with a frozen electron-cloud pinch only, 
and with the combined effect, simulated by IECP using a 
single beam-electron IP per turn and an initial tune shift, 
at the head of the bunch, of ΔQ ≈ 0.01, corresponding to 
an electron density of 2×1011 m−3. The incoherent tune 
shift is taken to increase 140 times during the bunch 
passage



code repository (CARE-HHH) code epos o y ( )

B ild U Si l ti

http://oraweb.cern.ch/pls/hhh/code_website.disp_category?cat_name=Electron%20Clou
d

Build-Up Simulations
CMAD
CSEC
ECLOUD

Self-Consistent Simulations
CMAD
Faktor2ECLOUD

Faktor2
POSINST

ORBIT
QUICKPIC
WARP

Incoherent
CMAD
HEADTAIL

Single-Bunch Instability Simulations
CMADHEADTAIL

MICROMAP

Multi-Bunch Instability Simulations

HEADTAIL

Synchrotron Radiation
PHOTONMulti Bunch Instability Simulations

PEI-M

Multipacting

PHOTON

Benchmark
Tablep g

ESA ESTEC Table



model uncertainties
secondary emission:
maximum emission yieldmaximum emission yield 
energy at which yield is maximumgy y
elastic reflection at low energy;
d d i t ldependence on impact angle;
initial energy distribution;initial energy distribution;
model & role of rediffused e-?

photo-emission:
i i i l di ib i i ldinitial energy distribution, yield,…



R. Cimino, I. Collins, et al, Phys.Rev.Lett.93:014801,2004. 

yield

b bilit f l ti l t fl ti t h 1 fprobability of elastic electron reflection seems to approach 1 for
zero incident energy and is independent of δ*max



data from SLAC: R.E. Kirby, F.K. King, “Secondary Emission Yields from PEP-II 
Accelerator Materials” NIM A 469 2001

dependence of secondary emission yield on impact angle θ

Accelerator Materials , NIM A 469, 2001

Copper -
different surface 

finish and
surface chemistry 
- large variation

in behavior, 
CERN data notCERN data not 

available

modelmodel



Present Model of Secondary Emission Yield
( ) ( ) ( ) ( )θδθδθδθδ ,,,, prediffusedpelasticptrueptot EEREE ++=

secondary electrons consist of true secondaries and elastically reflected;
since 2003 we assume that elastic reflection is independent of Θ (no data)
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elastic reflection:
[Cimino, Collins, et al., 2003]

0 ⎠⎝
this quantum-mechanical formula fits the data well for E0~150 eV

M. Furman includes rediffused electrons and finds that they increase theu a c udes ed used e ec o s a d ds a ey c ease e
heat load by 100%



Illustration of present secondary-yield modelIllustration of present secondary yield model

R=1, R=1,



[M. Furman, V. Chaplin, PRST-AB 9:034403, 2006]



what do we mean by code “benchmarking”?y g

debugging (code should calculate what it is gg g (
supposed to calculate)

validation (results should agree with established 
analytic result for specific cases)

comparison (two codes should agree if the model 
is the same)is the same)

verification (code should agree with measurement)e cat o (code s ou d ag ee easu e e )

M.A. Furman, HHH-2004



benchmarkingbenchmarking

(1) code vs code



benchmarking of build-up simulation codes, 
EPAC 2004EPAC 2004

EPI 
& 
PEI

large variation in results



benchmarking of ECLOUD simulations, EPAC 2004

Five different parametrizations of elastic 
electron reflection (left) and the corresponding 
ECLOUD simulation results (right).( g )

details of secondary emission yield → large variation



benchmarking of ECLOUD simulations, EPAC 2004

G. Bellodi

Comparison of build up simulations with ECLOUDComparison of build-up simulations with ECLOUD 
for ISIS (left) and PSR (right)  using either the 
POSINST model of an alternative expression forPOSINST model of an alternative expression for 
secondary energy spectrum



ECLOUD versus POSINST
same 
secondarysecondary
emission yield 
modelmodel
gives about 
same resultsame result
for  different 
codescodes

Simulated electron-cloud heat load in an LHC dipole vs bunch population for two 
different value of δmax. R: POSINST code with full SEY model, NR: POSINST 
code with no-rediffused model, LTC40 : result from ECLOUD code without re-
diffused electrons. The available cooling capacity (ACC) under two different 
assumptions is also indicated [M. Furman, V. Chaplin, PRST-AB 9:034403, 2006]
]



benchmarking of instability codes, EPAC 2004

Results of 
instabilityinstability 
simulations by 
various codesvarious codes.



benchmarking of instability codes, EPAC 2004

Results of instability simulations by HEADTAIL 
ith i b f IP f b th dwith various numbers of IPs for both open and 

conducting boundary conditions.



ECLOUD vs FAKTOR2, 2008ECLOUD vs FAKTOR2, 2008

W BrunsW. Bruns



HEADTAIL versus WARP, 2008

Benchmarking of “quasi static” WARP/POSINST singleBenchmarking of quasi-static  WARP/POSINST single-
bunch instability simulations and HEADTAIL results in a 
field-free region and with 0.647 T dipole field using 10 field free region and with 0.647 T dipole field using 10 
(ρ=1012 m-3),  or 100 (ρ=1013 and 1014 m-3) electron-beam 
interactions points per turn in both codes, for parameters 
similar to LHC at injection, without synchrotron motion
[J.-L. Vay, K. Sonnad, 2008]



ECLOUD versus ECLOUD, 2008
DESY ECLOUD vs CERN ECLOUD INFN ECLOUD vs CERN ECLOUDDESY ECLOUD vs. CERN ECLOUD INFN ECLOUD vs. CERN ECLOUD

Humberto Maury Cuna, CINVESTAV, 
simulations for LHC quadrupole

CERN ECLOUDy
Mexico & CERN summer student;  
Giovanni Rumolo, CERN; Rainer 
Wanzenberg, DESY; Theo Demma, INFN-

CERN ECLOUD 
no 2 (G. Rumolo)

Wanzenberg, DESY; Theo Demma, INFN
LNF; summer/fall 2008;

for dipole and drift all versions agree



benchmarkingbenchmarking

(2) code vs beam



initial beam distribution

Transverse phase-space distribution at the exit of HCXTransverse phase space distribution at the exit of HCX 
quadrupole channel: measured (left) & simulated with the 

WARP/POSINST code for a semi-Gaussian initial 
distribution (center); simulated with the same code, but 

using measured initial distribution (right)

M. Furman,J. Qiang, G. L. Sabbi, P.A. Seidl, J.-L. Vay, LBNL, USA;  A. Friedman, 
D.P. Grote, LLNL, 2006.



benchmarking ECLOUD with SPS measurements;
h t l d δ 2004heat load → δmax, 2004

Left: evolution of the deposited power in W/m inferred from the 
vertical momentum spectrum measured during the 2003 
scrubbing run with N =1011 protons Right: simulation of thescrubbing run with Nb=1011 protons. Right: simulation of the 
same measurement [V. Baglin, F. Zimmermann et al, EPAC’04]



D. Schulte et al,
EPAC2004e- reflectivity

benchmarkingbenchmarking 
ECLOUD with SPS 
measurements

For a bunch spacing 75 ns and intensity close to the nominal LHC value a 
significant electron flux existed for four bunch trains and the nominal train 
distance of 225 ns. Increasing the train distance to 550 ns reduced the activity 
strongly while at 1050 ns it was invisible. Simulations using δmax = 1.7 (the value 
expected at this moment in time) & reflectivity = 1 could reproduce this behaviour



benchmarking ECLOUD with SPS measurements
Daniel Schulte PAC05

two different
bunch train 

i

Daniel Schulte, PAC05

ECLOUD
simulation spacings

two different
pressures

simulation

pressures
(40 ntorr
and 4 ntorr)

surface conditions (δmax, R) and detector properties are uncertain
constrain parameters by benchmarking multiple measurementsconstrain parameters by benchmarking multiple measurements
change distance between trains & use relative measurements



flux: (1) ratio 1&2 trains, (2) two spacings, (3) absolute

Daniel 
Schulte,
PAC’05ECLOUD

simulation

note:
results

simulation

results
sensitive
to pressure,
chamber
geometry,
etc.,
variation: 
δmax~1.4-1.3
R~0.1-0.7

three curves intersect at δmax=1.35, R=0.3;three curves intersect at δmax 1.35, R 0.3;
flux at later times (Φ=0.3 mA)      δmax=1.2 was reached



ee-- signal plotted at different times before ejectionsignal plotted at different times before ejection
PS results: “islands” with surviving ECPS results: “islands” with surviving EC

ee signal plotted at different times before ejectionsignal plotted at different times before ejection
ee-- buildbuild--up earlier with magnetic field; eup earlier with magnetic field; e-- “islands”“islands”
for large clearing voltages (|U|> 1 kV) efor large clearing voltages (|U|> 1 kV) e-- are suppressed are suppressed 

what does 
simulation say?

t=-45 
ms

t=-20 
ms

t=-10 ms

[1e-3]

t=-2 μst=-100 
μs

t=-1 ms

T. Kroyer, E. Mahner, F. Caspers, CARE-HHH BEAM’07; and PRST-AB 11, 094401 (2008). 



 e- heat load simulated by ECLOUD code 

5
Average heat load - 2nd batch - 25 ns spacing

yield = 1 1 we hope to soon benchmark this
4
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we hope to soon benchmark this 
against  precise LHC cryogenic 
measurements
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Humberto Maury Cuna, CINVESTAV, Mexico, HELEN summer student 2008



Summaryy

There are 4 e-cloud codes available at 
CERN and many more in the community 

B h ki f l t l d d hBenchmarking of electron-cloud codes has 
been ongoing at CERN since ~1997

Both build-up and instability simulation codes 
d lt th t b f t 3can produce results that vary by factors 3-

100. The differences reflect a strong 
sensitivity to modeling details (elastic 
reflection, secondary energy spectrum,reflection, secondary energy spectrum, 
rediffused electrons, angular dependence) 



what next?

model PS data (B & E fields)
t d d l t d ti fi ld

CINVESTAV
Mexico?study modulated magnetic fields

LHC heat load?
Mexico?

instability details for feedback
model microwaves (+ B field + beam + e-):

- as diagnostics toolas diagnostics tool
- as possible cure 

l d h- as e-cloud enhancer
- as “magnetron effect”g

good topic for collaboration with ESA & co



useful links:
ECM’08 workshop
htt //i di h/ f Di l ? fIdhttp://indico.cern.ch/conferenceDisplay.py?confId
=42645
LHC l t l d b itLHC electron cloud web site:
http://ab-abp-rlc.web.cern.ch/ab-abp-rlc-ecloud/

CARE-HHH web siteCARE HHH web site
http://care-hhh.web.cern.ch/CARE-HHH/

CARE-HHH accelerator code web repository
htt // b h/ l /hhh/ d b it t thttp://oraweb.cern.ch/pls/hhh/code_website.startu
p


