
LCG Service Co-ordination Meeting 18th October 2005 
Present: Jamie Shiers (chair), Tim Bell (secretary), James Casey, Alberto Aimar, 

Thorsten Kleinwort, Gavin McCance, Piotr Nyczyk 
 
Absent: Maria Dimou 

Introduction 

Status Review 

Deployment 

• No representative of the deployment area was nominated.  Jamie will follow up to 
find the appropriate person. 

Workload Management 

• https://uimon.cern.ch/twiki/bin/view/LCG/LcgScmStatusWms 
• The BDII midrange servers delay will be followed up by Tim 
• VO pool accounts increase to 100 to workaround the increasing load to be 

arranged by Thorsten which we await a final architecture. 
 

Data Management Systems 

• https://uimon.cern.ch/twiki/bin/view/LCG/LcgScmStatusDms 
• Castor2 problems were not reported cleanly to the service managers.  In future, 

any outage of longer than 1 hour should be reported to it-physics-service-
mgt@cern.ch. 

 

Information and Monitoring Systems 

• The SFT will be used to monitor the compliance with the MoU. 
 

Authorisation and Authentication Systems 

• No representative was present. 
 

Any Other Business 



• A network intervention for the Force10 boxes is planned for the end of month.  
This will provide a unification between the OPN and the CERN network which 
will simplify some of the routing issues encountered during the service 
challenges.  It was proposed that this change window could also be used for some 
other upgrades in Oracle, FTS and LFC. 

• Visits to FZK (19th, 20th October) and Lyon (14th December) have been arranged 
to review current status and plans. 

• Next Meeting scheduled for 1st November 10:00 

Actions 
What Who Created 
Decide and inform contact of the deployment area Jamie 18/10/2005 
Increase number of VO pool accounts for production to 
100  

Thorsten 18/10/2005 

Arrange BDII midrange servers availability which are 
currently blocked due to failure of stress tests 

Tim 18/10/2005 

Review changes required during network change 
window and prepare a plan so that other applications can 
also perform appropriate maintenance 

James 18/10/2005 

Update graphics for the new network structure. James 18/10/2005 
Review hardware / software required for production 
DMS services 

Tim / Gavin 18/10/2005 

Review dash board status and high level plan with area 
contacts 

Tim 18/10/2005 

 


