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H1 Data Analysis Model

Dmitri Ozerov (H1, DESY-IT)
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H1 Data Analysis Model

+

HERA delivered e±p collisions 1992-
2007 and the H1 Collaboration

collected 0.5 fb-1 of data, ~ 109 events

The raw data output
from the detector is

written to tape

Raw data transformed
into DST format using

Fortran based software,
regular re-processing

Analysis level data
format and software
written in C++ and

based on ROOT

Regular common data and MC
production, calibrations and

analysis performed using
central computing resourcesH1 publishes physics results
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H1 Data Format: Raw Data

Database

Raw Data

H1 CDAQ

Run
cond.

Ca
lib

ra
tio

n

Collisions in the H1 detector every 96ns
processed by H1 CDAQ

Physics events written out at 50 Hz

CDAQ also writes run conditions to and
reads calibration constants from the
H1 database

Raw data contains wire hits, channel
numbers, collected charges; typical
size 75 kB / event

Data events written as sets of BOS
Banks combined and written out as
FPACK records

BOS (Bank Operating System): Dynamic data
and memory management system (1985)

FPACK: Machine-independent data handling
I/O package (1991)
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H1 Data Format: DST

Database

Raw Data

H1 CDAQ

Run
cond.

Ca
lib

ra
tio

n

H1 REC

Main reconstruction software written in
Fortran since before data taking,
modularised into several packages

Many packages already frozen, but
development continues in particular
in H1REC

Output written to POT (Production
Output Tape): includes raw data and
first reconstruction: clusters of cells,
energy sums, first track fits and
vertices; typical size 200 kB / event

 Most relevant information written from
POT to DST (Data Summary Tape);
typical size  18 kB / event



Page 6David South, DPLTA Workshop, DESY, 26-28 January 2009

H1 Data Format: Monte Carlo

Simulated Data

Database

Raw Data

H1 CDAQ H1 SIM

Run
cond.

MC
Gen

Run
cond.

Ca
lib

ra
tio

n

H1 REC

Monte Carlo events main package
H1SIM, H1 detector simulation based
on GEANT 3, run conditions read
back from H1 database

Each event takes about 10 seconds for
full simulation; typical size for MC
DST of 40 kB / event

Simulated data in identical format to real
data from H1 detector, with further
generator level information

Same reconstruction software (H1REC
version) used for data and MC
ensuring equivalency

Large scale MC Production - see later
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The H1OO Project

H1OO Project started in 2000, around the start of the HERA shutdown, with
the aim of enabling physics analysis at H1 in one coherent framework

H1OO is built upon ROOT and uses its structure and basic functionality:
- TObject as base class provides object I/O, error handling, inspection.
- Inheriting from TObject provides the possibility to store objects in collections and
to read and write them to files; inheritance extensively used in ROOT and H1OO

Code Organisation:
- More than 350,000 lines of code organised in about 600 classes contained in
about 50 packages
- Every package is compiled to one (or more) shared libraries no circular
dependence among core packages

Release Strategy:
- Release series and production releases linked to DST (reprocessing) versions
- Development H1OO releases every 2-3 weeks
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Connection between H1OO and DST

We don’t want to re-write all the reconstruction software, instead: a 1:1 conversion
from DST to ODS: H1Track, H1Cluster objects generic reading of BOS banks

H1Tree (based on ROOT TTree) links all layers together in one event loop

200 kB/event
200 TB

18 kB/event
18 TB

18 kB/event
not stored

3 kB/event
3 TB

0.4 kB/event
0.4 TBRAW

75 kB/event
75 TB

add first basic
reconstruction

BOS / FPACK / Fortran C++ / ROOT

H1OO data composed of 3 layers of ROOT files: Object Data Store (ODS,
dynamic access) , a smaller version (µODS) and H1 Analysis Tag (HAT)



Page 9David South, DPLTA Workshop, DESY, 26-28 January 2009

H1OO: micro Object Data Store (µODS)

Not just a selection of ODS information but rather particle candidate
finders, written as classes with much use of inheritance

Results of particle finders stored on µODS, with pointers back to ODS
(DST) information (original tracks, clusters, cells..)



Page 10David South, DPLTA Workshop, DESY, 26-28 January 2009

Use of Inheritance in H1OO: H1Part
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H1OO: H1 Analysis Tag (HAT)
Contains around 200 selected basic event variables,

stored as flat ntuple format

Kinematics, trigger information, HFS sums, number of
tracks, clusters, particles, diffractive variables, as
well as generator quantities in the case of MC

Allows a fast event selection: 1.2s for 106 events

0.4 kB/event
0.4 TB in total

H1OO analysis model:
- Perform HAT selection first, run/event numbers are stored in memory
μODS information is read only for events passing the HAT selection

- Access to ODS level done “on the fly”, dynamically accessing the DST

- H1 batch farm used by all collaboration for analysis: about 600 CPUs
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H1 Data Production: DST Level
Reprocessing of DST level done often

during the last few years, made
possible due to improved computing
power and resources (batch farm
also used for reprocessing)

Start from RAW data of good and
medium runs + random events
(“GM-cut” files, now stored on disk)
and no longer make POT

Now possible to reprocess complete
HERA II data (14 TB, 800 million
events) in a few weeks

DST data stored on large acs and acsdisk resources (dCache)

Final reprocessing of HERA I+II data, planned for 2009 (DST 7)

days

10
6  

ev
en

ts
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H1 Data Production: H1OO Level

Regular central production of HAT and µODS
files of complete dataset, to be used by all
H1 analyses

H1OO executable transforms DST to root files
and, similarly to DST production, uses
FPACK to access the H1 database

Production done on GRID, all HERA II data can be produced in 1 week,
files again stored on acs and acsdisk

Last major release series 3.4, linked to DST 7, to be produced this year

Analysis level calibrations also done in H1OO, valid for all analyses

Development at analysis level in H1OO continues beyond 2009
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H1 MC Production
Simulated H1 events per year

year

2.4 Billion events in 2008

M
C 

Ev
en

ts

GRID site usage in 2008

month

M
C 

Ev
en

ts

Recent success story is large MC production thanks to (many) GRID
resources: now crucial to analysis at H1

Similarly to data, centralised production of DST files and corresponding
H1OO files (exclusively on DESY-GRID) done by team of experts
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H1 Management structure includes two physics coordinators

Five Physics working groups:
 ELAN (Structure functions, NC and CC, electron analysis)
 HAQ (Hadronic final states, jets, measurement of αs, QCD analysis)
 Diffraction (Rapidity gap events, leading baryons, vector meson production)
 Heavy Flavour (Events with charm and beauty)
 REX (Searches, rare and exotic processes)
Around 50 analyses active or planned for publication, majority within 2 years

Data and analysis software standard between groups, much sharing of
centrally produced MC (representative in each physics working group)

Also several technical groups concerning:
Tracking, Calibration, Fits and of course H1OO and H1 MC Production

Organisation of Analysis in H1
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Many combined H1 and ZEUS analyses and groups now active, including:
Searches (high PT lepton events); jets and αs, diffraction, D* events and
structure functions and PDF fits

H1+ZEUS Combined Analysis

Improvement from combined
data set seen in much
reduced uncertainty on PDF
fits compared to separate
results from H1 and ZEUS

So far combined analyses performed by combining H1 and ZEUS histograms
or even numbers rather then running a single true combined analysis

Fully coherent combined analysis possible through common data format?
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Status of Data Preservation at H1

Group of interested people formed within the collaboration to
address such issues, the  “H1 Data Preservation Task Force”

Which data should be preserved?
- RAW data of GM-cut files, total for HERA: 75 TB
- (Probably) one full set of DST, total for HERA: 18 TB
- A version of µODS and HAT as well (< 4 TB)? See next page
- In addition to calibration and cosmic runs, total data about 100 TB
- Amount of MC to be decided, but will be of same order (large set of DST 7)

- Conservatively estimate total amount to preserve at 500 TB
Do not expect to be limited by CPU or disk space in the future (data should

be copied on to new media at regular intervals, say every 2 years)
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Status of Data Preservation at H1

What about the software?
- FPACK/BOS designed as machine independent, IBM to UNIX conversion

already done in 1996 - perhaps problems with 64 bit architecture?
- Also expect few headaches with Fortran code (H1REC, H1SIM..), some 

already frozen, define what else could be frozen and otherwise static
No further major development of Fortran after DST 7  - but still possible!

- H1OO analysis software is less clear: model is heavily reliant on ROOT
framework, in particular I/O, TTree and TChain

- Try to incorporate ROOT updates: ROOT developers to patch H1OO?
- Try to remove as much ROOT as possible from H1OO, leaving only the

crucial dependencies to be patched (H1Skeleton package..)?
- Perhaps a similar use of ROOT by many experiments could make this job

easier on ROOT developers?
Foresee a “rolling preservation model”, with regular recompilation of H1OO

software and µODS/HAT file production, say every 3 months
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Status of Data Preservation at H1

And finally the documentation?
- Much already in place, thanks to diligent authors
- Optimal use of ROOT provides much html documentation already
Concentrated effort still needed in the coming years

Other issues?
- Possible new flat format in H1OO possible made up of HAT and four vectors

from finders in µODS
- Could be independent of ROOT
- Could be candidate for a common format with ZEUS?

- Future format of the H1 Collaboration itself, beyond 2013

- Open access of H1 data at some point in the future also under discussion
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Summary

Roman Kogler, H1OO Release Coordinator
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Summary

H1 reconstruction software approaching final version, including the best
knowledge from over 20 years of development in a stable modular
Fortran structure

H1OO analysis framework and data format based on ROOT used by over
90% of H1 analyses, resulting in better efficiency for physics results

Common, coherent data files and coordinated large scale MC production
on the GRID contributes to a successful analysis model at H1

H1 Data Preservation Task Force set up to address the issue of H1 data
and software preservation, first ideas of which presented today


