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Sl Software Process
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« JRA1 Software Process is based on an iterative method
loosely based on RUP and some XP practices

* It comprises two main 12-month development cycles
divided in shorter development-integration-test-release
cycles lasting from 2 to 6 weeks

« The two main cycles starts with full Architecture and
Design phases, but the architecture and design are
periodically reviewed and verified.

 The process is fully documented in a number of
standard document:
— Software Configuration Management Plan (SCM)
— Test Plan
— Quality Assurance Plan
— Developer’'s Guide
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The is the core document of the Software Process

It contains a description of the processes and the procedures to be
applied to the

Software configuration and versmnlng tagging and branching conventions
Build Systems and Tools
Bug Tracking
Change Control and the Change Control Board (CCB)
Release Process
Process Auditing and QA Metrics
It is based on a number of including:

ISO 10007:2003 - Quality management systems -- Guidelines for
configuration management, 1ISO, 2003

IEEE Software Engineering Guidelines
(http://standards.ieee.org/reading/ieee/std/se)

The Rational Unified Process (http://www-
306.ibm.com/software/awdtools/rup/)

In addition it adopts ract 1 to guarantee the highest
possible quality in a very distributed and heterogeneous collaboration

1S.P. Berczuk, Software Configuration Management Patterns, Software Patterns Series, Addison-Wesley, 2002
A. Di Meglio et al., A Pattern-based Continuous Integration Framework for Distributed EGEE Grid Middleware Development, Proc. CHEP 2004
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Cy Build Infrastructure
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Two nightly build servers on RH Linux 3.0 (ia32)
Clean builds out of HEAD and v. 1.x every night of all components
Results are published to the gLite web site
Tagged every night and totally reproducible
One continuous build server on RH Linux 3.0 (ia32)
Incremental builds out of v. 1.x every 60 minutes
Results published to CruiseControl web site
Automated build error notifications to developers and Integration Team
One nightly build server on RH Linux 3.0 (ia64)
Clean builds every night of all components

One nightly build server on Windows XP
Clean builds every night of all components currently ported to Windows

Build system supported platforms:
Red Hat Linux 3.0 and binary compatible platforms (SLC 3, CentOS,

etc), 32 and 64-bit (gcc)
Windows XP/2003 (at least for Ul, but problems with third-party

software like GT2.4)
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Defect Tracking System
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Based on the Savannah project portal at CERN

Used also for change requests (for example API
changes, external libraries version changes, etc). In
this case, request are assigned to the Change Control
Board for further evaluation

Each gLite subsystem is tracked as a separate
category and related bugs are assigned to the
responsible clusters

Third-party issues are also tracked here in addition to
being reported to original provider



C Defect Tracking Cycle
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Open Defect is submitted
Write resolution
justification *

Is it a defect?

No Can it be fixed? Sl
Developers
work on a fix a | Yes
prepare W
baseline @)
; In Integration Ready for
candidate | = || ------------ Accepted —» g > y
. Progress | Candidate Integration
— Developer
Integrators I
create build
including fix and . A/
prepare Ready for
baseline H ---------- Tl Test passed?
" Integrat No
ntegrator
— ? Yes
Testers take /
nzvr\:db?:;hi?e TT _____________ Readyfor Review
— Review W No
Tester
* Yes
» Closed
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G ee Release Process QA Checkpoints
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Code
Reviews

Integration
and System
Tests

Reports,
analysis and

statistics

Functional
Tests

Documentation
Tests

Build System
Code
Conventions |
Unit Tests
Coverage Test-s_l

Deployment

Tests

Functional

Tests
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Code Style and Conventions
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]
glLite coding style report
system
org.glite
Subsystems SLOC Errors Errors [ line
13 1091608 E2792 0.0454
Subsystems
Name Errors Lines Errors / line
org.glite.jd! 2572 3847 0.6656
org.glite.ce 9575 26410 0.3626 |
org. glite wmns-ui 18785 935834 0.2002 |
org. glite. rgma BT 110003 0.0655
org.glite. gpbosx BE45 108168 0.0614
org.glite. service-discovery 336 7508 0.0445
org.glite. amga 1443 41802 0.0346
org.glite. security 3225 108056 0.0298
org. glite wims 1888 297219 0.0064
org.glite. data 641 196588 0.0033
org.glite.dgas 0 3226 0.0000
org.glite. testsuites 0 E3552 0.000a
org. glite wms-utils 0 3060 0.0000
Coding conventions checked by CHECKSTYLE and CODEWIZARD
using the glite coding conventions.
Line count by SLOCCOuNt. [w|
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Unit Tests Reports
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Build Results Test Results XML Log File Control Panel

Status
.org.glite rgma ProducerProperiesTest
testlzHistory Success
testlsl atest Success
Properties »
org.glite rgma CueryPropertiesTest
testlzHistory Success
testlsl atest Success
testlsContinuous Success
testEquals Success
Properties »
.org.glite rgma StorageTest
testEquals Success
testGetPassword Success
testGetlocation Success
testGetl lzerMame Success
testlzDatabasze Success
testlzMemory Success
testHazDetailz Success
Properties »
Lorg glite rgma. Timelnterval Test
test' aluesshiliz Success
testialuelsSeconds Success
test'aluessMinutes Success
testyaluessHours Success
test'aluelsDays Success
Propetties =
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Auto-generated Documentation
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CGRE CGCe

nabling Grids fnabllngl rids
fOf -SC{E[‘]C Subsystems r -Sclenc Components

~ ABOUT GLITE ~ABOUT GLITE

~ABOUT EGEE

-~
All Classes BN Package (S Use Tree Deprecated Index Help
ColumaDenintion PREVPACKAGE NEXT PACKAGE ERAMEE NO BHAMES
ConmaQenmntontist -
Congumer
ConsumerFaclone
CreateTagleStatement Package org.glite.rgma
: ge org.glite.rg
Inge This package contams the user AP for R-GIMA, a relational & ion of the Geid ) I i from GGF,
ONDeMEncPIONCET
EumarvPIoducer Eas
Erogucarr sctory Descniption
ProducerT e
" Y Interface Summary
m Consmner A client uses a Consumer to retneve data from one or more producers.
B oaatan ConswnerFactory | A factary to create Consumers.
RGMASecuntyException | | OnDemandProduces | A chent uses an OnDemandProducer to publish data mto R-GMA when the cost of creatmg each me:
BGMAWaIMIng BrunuvProducer | A chent uses @ Pranasyl) to publish ko B-GMA.
mﬂﬂ siryFactory du ¥ A factory for Pnmary, Secendary and OnDemand Producers.
BemateExcention Registiv Aduin APT for the Registry.
ResourceEndpoint RegisnvFactory Factory to create RegistryAdmin mstances.
W Resaurce An object managed by a Web Service that an API can interact with
BesutSelMelaata ResultSet A 3¢t of taples, modelled on the java sgl ResultSet and providing a subset of its functionabity.
SehemaFaciory ResuliSethetalata | Cohsmn and table detadle for a ResultSet, modelled on java sql RenubSetMetaData
SECUmNERAS Schema Adenin API for the Schema
Sl0rage |SchemaFactory | Factory to create SchemaAdman mstances.
fjm.nmmmn |Se(lnd§)‘?hdmﬂ' A chent uses a secondary producer to republich or store nformation from other producers.
m&ﬂ |S!|\'|'u Provides methods common to all services.
Wﬁ |T_u!|!Sm Dietads of a named taple store.
Lvpes
ol = ]
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Regression Test Reports
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Home glite Functional and System Test Results

Packages Designed for use with xUnit, xPyUnit, CPPURIt and ju

FiremanMwsglSecure
I0ServerMysglSecure

Package FiremanMysqlSecure

Classes
Mame Tests Errors Failures Time(s)
001 - rokdir 20050519 Testsdd 1 u] 1] 1.786
002 - mkdir 20050519 Tests43 1 u] 1] 1.744
Classes 003 - rondir 20050519 Testsdd 1 u] 1] 1.733
001 - mlkdir 20050519 Testsdd 004 - create entry 0050519 Testsds zeTest 1 0 0 3483
002 - mkdir 20050513 Tests43 0os - |s 200505149 1 0 ] 3.088
003 - rondir 20050519 Tests44
004 - create entry 20050519 Te 006 - 006 - put fn 800 chars length 1 1 1} 3.500

005 - Is 20050519

006 - 006 - put Ifn 800 chars le
007 - file close tests

008 - file creat tests

009 - file fstat tests

010 - file Iseek tests

011 - file open tests

01z - file read tests

013 - file write tests

014 - regression test for bug 4«
015 - regression test for bug 4
016 - regression test for bug i
017 - regression test for bug 5:
018 - regression test for bug 5:
019 - 019 - 10 cycles of put a 1
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Total Physical Source Lines of Code (SLOC)
« SLOC =955,825 (as of 21 November 2005)
Total SLOC by language (dominant language first)

- Java 285271 (29.85%)

C++ 266828 (27.92%)
Ansi C 209326 (21.90%)
Perl 75386 (7.89%)
sh 70904 (7.42%)

Python 43459 (4.55%)
- Total complete builds: 665 (all 1.x branches), 262 (HEAD)
 Number of subsystems: 18 (gLite 1.5) + 7 (Queued)
Number of CVS modules: 501
Pre-Release Defects/KSLOC =2.78
Post-Release Defects/KSLOC =1.14



Cy Code Size and Stability
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Code Size (SLOC) y Jump is due to new code

submitted for R1.5. Not all code

will actually make it to the final
release
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The Code Size chart shows the
changes in total number of SLOCs
during the life of the project
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The Code Stability chart shows Mww%wi‘—r e

the change rate of code size during 2.
the life of the project.
As the project nears completion the 1
rate should approach O IO{OR0GS  WRO0H  OUGZRONS NS toheRons  odsius  2spons
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The Defects/kSLOC Chart
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Defects\kSLOCs
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Software Defects Statistics
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Open and Closed Bugs

Bl Open (1076 - 40,839
Bl Closed (1559 - 59,17%)

Adequate staffing of the
Test Team is critical

Bugs Status

Bl Ready for Test (358 - 13.599%)
- id |2 _ 0o

B tone (193 - 7.329%)

Bl Cuplicate (159 - £.039%)

[ Accepred (142 - 5,299

Il Feady for Integration (139 - 5,289
Wl Rernind (123 - 46735

Wont Fix (67 - 2.54%:)

& In progress (R0 - 2.28%)

[ Inteqration Candidate (50 - 1,9%6)
[ Unreproducible (28 - 1.06%%)

Bl Ready For Rewiews (10 - 0,289
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Software Defects Statistics
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& - Critical (216 - 2.049%)

5 - Major (654 - 24,3695

4 - Morrnal (392 - 36,959

3. Minor (334 - 12.449)

2 - Cosmetic (104 - 3,5798)

1 - Enhancernent [385 - 14,345

Bugs Type

Bl Execution emor (917 - 34.8%)

B Configuration ervor (479 - 18,189
[ Docurmentation eror (285 - 10,829
B Inztallation enor (242 - 9,189

Bl Crazh eror (197 - 74896

[ Design emor (124 - £,98%)

Bl Enhancement Request (142 - 5,4296)
Bl Build eror (140 - 5.21%)

[ Proceszes and tools eror (49 - 1.82%)
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o C Defects Trends (I)
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The Rayleigh Defect Prediction Model

Tests and
Release

Open defects

/ Time

Implementation

Design




CJC Defects Trends (lII)
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Open Bugs (Total)
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The Rayleigh Defect Prediction Model applied to gLite



Defects Trends (lll)
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Open Bugs (Configuration) Open Bugs (WMS)
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Sl Beyond gLite
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« Collaborations in QA activities have been established
with other projects

« External components are released through the gLite
Infrastructure (eg. Gridsite)

« Strong relationships exists with the NM! build and test
Infrastructure managed by the University of Wisconsin.

« Components from gLite are also distributed through
VDT/NMI sharing the same release process (VOMS)

A new project called ETICS is starting in January
together with UoW and NMI to leverage the experience
gathered during EGEE to provide distributed build and
test services to other projects

* Collaborations in the QA field between EGEE/ETICS
and other projects like Globus and OMII-EU are being
established
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Conclusions
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gLite is supported by a strong, industry-standard
software engineering process

Collection and analysis of QA metrics can provide a
powerful tool for monitoring the status of the project
and assessing critical areas of intervention

The experience gathered during EGEE also in
collaboration with other projects must be preserved
and expanded

Additional initiatives to strengthen the process and
share the knowledge have been taken and are now
moving well beyond the EGEE boundaries
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More information

http://www.glite.org

http://cern.ch/egee-jral



