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Database Service @ CC 

 RDBMS softwares :
 Oracle
 MySQL
 PosgreSQL

 Oracle 
 9iR2 as production (1 host)
 transition to 10gR2 has begun in January
 1 RAC 

 MySQL & PostgreSQL
 1 single host each (RHEL 4)

 Human resources
 2 DBAs
 which means no times to spend on tests
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Oracle 10g RAC Hardware

  RAC configuration :
 2 mains nodes : SUN FIRe 480R

• 4 processors UltraSparc-III+ 1,2 Ghz

• 16 Gb RAM

• SunOS 5.9 64 bits

• Internal system disk mirrored

 1 SAN storage : 
• StoreEdge : 1Tb

 1 monitoring node also dedicated to DATAGUARD
• Sun V240

• 2 processors UltraSparc-III+ 1,2 Ghz

• 8 Gb RAM

• SunOS 5.9 64 bits

• Internal system disk mirrored
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Oracle 10g Software

 Full Oracle config :
 Oracle Clusterware for clustering software between 

nodes
 10g Release 2 RAC as production release for database 

instances
 Entreprise Manager Grid Control 10gR2 

• daily administration

• tape backups with rman

 Problems 
 Unexpected crashes of instances : due to bug 4556989
 EMGrid : rather difficult to install and to make it 

functionnal :
• Bugs in install scripts !

• Side effect of shell environment variables !
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RAC Usage

 This config is built to host ALL our Oracle production 
databases

 It will host :
 instances dedicated to our local needs
 instances dedicated to non-LHC experiments
 and instances dedicated to LHC expirements

 3D testbed
 One instance is dedicated to 3D testbed 
 One instance is set up for Atlas AMI database
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