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DIRAC Overview

+ LHCb system for the Monte Carlo simulation data
production and analysis

+ Composed of a set of light-weight services and a
network of distributed agents to deliver workload
to computing resources

- Implemented in Python, using XML-RPC service
access protocol
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DIRAC Desigh Goals

Light implementation
- Easy to deploy on various platforms
- Non-intrusive

- Easy to configure, maintain and operate

Using standard components and third party
developments as much as possible

High level of adaptability

- There will be always resources outside LCG domain

- Plan to use them all in a consistent way

Modular design at each level
- Adding easily new functionality
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DIRAC WMS

+ DIRAC Workload Management System is itself
composed of a set of central services, pilot agents and

job wrappers
» Realizes the PULL scheduling paradigm

 The central Task Queue allows to apply easily the VO
policies by prioritization of the user jobs

» The job scheduling happens at the last moment

overlay network paradigm

EGEE JRA1 - March'06




Dynamically deployed agents

How to involve the resources where the DIRAC
agents are not yet installed or can not be installed

Sending agent as a regular job
Turning a WN into a virtual LHCb production site

Effectively using LCG services to deploy DIRAC
infrastructure on the LCG resources

Check environment on WN
Any problems only agent is lost not the job
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DIRAC Services & Resources

. Production BK query FileCatalo
Services JobMonitorSve DIRAC Job BookkeepingSvc FileCatalogSvc

Management

JobAccountingSve Service

Agent
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DIRAC Workload Management

*  Realizes scheduling
paradigm

Agents are requesting jobs s [opmecaer Task Queue

whenever the T —
i [ Ooptimiser ]

corresponding resource is .
Data Base N2
I

fr'ee L | Optimiser

Using Condor ClassAd and 7 -
Matchmaker for finding | tob goniering e
jobs suitable to the Match Maker |

resource profile

Agents are steering job
execution on site

Jobs are reporting their
state and environment to
central Job Monitoring TR
Serr\“ Ce node node
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Technology Choice
XML-RPC

Standard, simple, available out of the box in the standard python
library

- Both server and client

- Using expat XML parser

Server

- Very simple socket based
- Multithreaded
- Supports up to 40 Hz requests rates

Did not need anything more complex
- SOAP, WSDL, ...
- Avoid performance overhead, compatability problems, ...

DIRAC Secure Transport
- Extension of HTTPS supporting x509 certificates and grid proxies
plus enhancement of native XML-RPC capabilities
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Distributed analysis:user viewpoint

Submit
——r

N

Get Results
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Open the box ...

DIRAC Agent
WMS Monitor

Computing

Data
Job Resource

Recelver Optimiser
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DIRAC performance

last day - Load average
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last day - User CPU utilization in %
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Far from a critical load on the
DIRAC servers
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Analysis on the Grid with
GANGA & DIRAC

Look at the time it takes before the results are back

3 T T T T T T T Analysis of

o[ - BM

E o 1 simulated

g8 b 1 events
2 1 (split by

ottt el GANGA into
fmelsl 500 jobs)

90% of results are back within less than 3 hours
95% in 4 hours

100% in 10 hours
Last 5% caused by Tier 1 site with data access problems

Ulrik Egede Imperial College London CHEP 2006 15/20
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Performance: Reliability

Evaluate the fraction of jobs that
succeed.
With success is meant that

submission, running and retrieval
of correct output all work as

Analysis on the Grid with
GANGA & DIRAC

95% of jobs succeed in the first
round.

Remainder dominated by
occasional inconsistencies in file
catalogue.

expected.
B 5% : Data not found |
B 0.2% : Site problem
7 95% : Success

Ulrik Egede Imperial College London CHEP 2006 17/20
Q
BESG . NC EGEE JRAL - Marchi06 15
°




DIRAC WMS Pilot Agent Strategies

aim to minimise the start time of user analysis jobs

'Resubmission
» Pilot Agent submission to LCG with monitoring
* Multiple Pilot Agents may be sent in case of LCG failures
Filling Mode'
» Pilot Agents may request several jobs from the same
user, one after the other

'‘Multi-Threaded'

- Same as 'Filling' Mode above except two jobs can be run
in parallel on the Worker Node
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Start Times for 10 Experiments, 30 Users

Start Times for 30 Users
3000 Jobs, 1.5 Million Events

LCG limit on start
time, minimum
was about 9 Mins
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— Resubmitting
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Summary

+ The DIRAC Overlay network paradigm

+ The system is now extended to deal with the
Distributed Analysis tasks

*+ The LHCb Data Challenge 2006 in June
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