
PIC Tier-1 services report from 22-Sep till 10-Oct:

-lcg-CE: No issues.

-SRM-tape (castorsrm.pic.es): 
 +Unavailable from 27-Sep@16h till 28-Sep@13h due to a system disk full 
in one of the SRM head nodes.
 +Service unavailable for ATLAS from 30-Sep at around 06:47h to 2-Oct at 
around 10.15h, due to stageatlas.pic.es hanging.
 +Service unavailable for ATLAS from 3-Oct at around 20:34h until 4-Oct 
around 11:04, due to stageatlas.pic.es hanging. Castor experts 
investigating possible sources for this problem that seems to only affect
the ATLAS stager. Still not clear wether the problems are correlated with
high load coming from SC4 Tier-0 exercise. 

-SRM-disk (srm-disk.pic.es): No issues.

-glite-CE:
 +Problem with LCMAPs. Some users are authorized, others not. Still under
investigation.
 +Problems with some glite atlas waiting jobs that stucked in the queue. 
Probably due to a problem with the upgrade of the ssh server at the CE 
node. All the queued jobs had to be deleted. 


