AHE Exercise 2: Running an Application on the NGS with the AHE
Client

Aims and Objectives
* Launch the sort application with the AHE GUI client
* Launch the sort application with the AHE command line client
* Manually specify input and output files for an application

Introduction

The AHE clients allow you to launch and monitor applications on remote grid resources. In this
exercise we will launch the sort application on NGS machines using both the AHE GUI and
command line clients. The sort application takes a configuration file which specifies the job input
and output files. The input file contained a list of words and the output file contains a sorted list
of words.

After completing this section you will be familiar with launching applications using the AHE
clients.

Stage 1: Getting the Application Input Files
1 The examples in this exercise will use the sort application installed on the NGS machines
to sort a list of words. To run this application you will need to download a set of

configuration and data files (sortapp-input.tgz), which can be obtained from:

http://www.realitygrid.org/AHE/training/courseinfo.html#ex2

Save the files onto your desktop.
2 Open a command prompt, change the directory to the desktop and type:

tar zxvf sortapp-input.tgz
The expanded directory will contain two files: config.txt is a configuration file for the sort
application specifying the input file that the application will read the list of words to sort,
and the output file that it will write the sorted list of words to. input.txt is the list of words
that will be read in and sorted.

Stage 2: Running an Application with the GUI Client

1 Open the AHE GUI Client as detailed in Exercise 1.

2 Double-click on Prepare a new job.

3 From the Select an application to run drop down list, choose sort then click on the
button Find Job Factories. After a short time you will see a Sort factory endpoint appear

in the box beneath.

4 Click on the sort factory endpoint to select it (it should turn blue), then click Launch
Wizard.



6

The AHE job launching wizard will open. Enter a name for the job, for example example-
job1 (this name is used to give the user a convenient way to refer to the job in future).

Enter a number of processors for the job — in this case enter 1 so that the sort application
is run on a single processor.

Click Next.
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Step 1: Prepare Job

Enter constraints for the potential target resource

Simulation Name [exercise%sim ‘

No of processors 1 |

Wall time limit (hrs)

Resource Disk Space

Resource Memanry

Resource OS5

{ |
| |
| |
Resource Yirtual Memaory [ ‘
{ l
{ |

Resource Type

re—

You are now prompted to choose an NGS machine to run the application on — for this
example choose OESC (the Oxford NGS node), then click Next.
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Step 2: Choose Resource

Choose target resource to run job

[

| »

EPR: hitpsiibalmer.chem.uclac.uk:1844 3lgridsam_oxlservicesigridsam
Name: OESC

CPUCount: 128

Type: NGS i

EPR: hiips:itbalmer.chem.ucl.ac.uk:18443lgridsam_maniservicesigridsam
Name: Manchester

CPUCount: 24

Type: NGS

[

EPR: hips:ibalmer.chem.uclac.uk:1844 3lgridsam_rliserviceslgridsam

Name:r|
CPUCount: 16
Type: NGS [
ID: 4751010111060343038800 << Back ’ ‘ Next = ‘ ‘ Cancel
7 The AHE client will parse your sort job’s input file to discover the data files that need to

be moved from the local machine to the NGS node at Oxford, and the data that will be
created at Oxford that needs to be moved back to your local machine after the job has
finished.

Click on the Browse button, select your sort application configuration file (config.txt) from
the sort application input file set downloaded in stage 1. Click Open, then click Next.
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Step 3: Select SORT configuration file

Choose your application configuration file. If possible the file will be parsed to
discover input and outputfiles

Config file [{Usersistefldemos-sclconfig bt |

Browse

ID: 4751010111060343038800 << Back ’ ’ Next = ‘ ‘ Cancel

8 The AHE client will parse the config.txt file and discover the input and output files
associated with the job. Clicking on the Stage button will move the input files over to the



AHE file staging area from where it will be moved over to the Oxford NGS machine.
Once the files have been staged click Next.
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Step 4: Stage Files

The following inputfiles will be staged to the resource

Description File Name
conf-file Usersistefldemos-sclconfig bt
inpuffile Usersistefldemos-sclinput.bd
argument {Usersistefldemos-sclconfig bktahe

The following output files will be staged from the resource

Description File Name

outpulfile IUsersistefldemos-scloutput bt

stdout {Usersistefldernos-scistdout bt

stderr {Usersistefldemos-scistden bt

<< Back H Stage I ‘ Cancel I
9 Review the details of your sort job and click the Finish button to launch the job.
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Step 5: Check job details and submit
Job arguments:

lconfig bitahe |

Job standard in:

Job configuration file:

config v v
Job standard out:

|stdout.txt lvl
Job standard error:

|stderr.txt Ivl

Start job running now

Job built ok << Back l I Finish l I Cancel l

Stage 3: Monitoring an Application with the GUI client

1 To check on the status of your job once launched, double-click on View current jobs.



You will see the job that you have just launched at the top of the list. Double-click on the
job entry to open its monitoring window.

To check up on the status of a job, click on the Update Job button. This will poll the AHE
server and update the status of the job.

000 Application Hosting Environment Graphical Client
File Help
CumentJobs | Xex1 |
Job Details Operations
. ob Start Time  [2006-12-10711:22:08+00.00 | ’ Update Job ‘
Yiew cument jobs: Resource ID [r8211110111060343079529 |
Hob Type ot | ’ Terminate Job ‘
Status [
Machine. Manchester I ’ Destroy Job
CPUs Requested  [1
Prepare a new job Conrbgu;qtion File :conng.txt | Delete staged files when destroying job
\ob Arguments  fonfigbtahe : Status Polling
. Hob Stdout ftdoutht Set the polling interval
Hob Stder Ftder bt | o
Settings ob Stdin [ (NRS o % o

Resource Endpoint [htps:ichemnd237 chemn.uclac.uk:944 3lahelipg

< 0 | |
- Job Output.

Manage certificates (‘GridSAM Status | Staged Files |

GridSAll state is: staging-in
Time: 2006-12-10T11:22:08+00:00 —
Description: staging files.

Every 0.0 mins Start Polling

IGridSAl state is: staged-in
Time: 2006-12-10T11:22:26+00:00
Description: 3 files staged in

GridSAll state is: active
Time: 2006-12-10T11:22:30+00:00
Description: submitting globus job

Unlocke

When the job has finished (signalled by a status of GRIDSAM DONE) you the output files
will be left on the AHE file staging server for you to download. To do so, click on the
Staged Files tab under job output. Here you will see all of the output that has been
generated.



000 Application Hosting Environment Graphical Client

File Help
CumrentJobs | Xex1 |
Job Details Operations
. lob Start Time [2006-12-10T11:21:482
Yiew curent jobs Resource ID [8211110111060343079529

lob Type fort

Status [GRIDSAM DONE
. tachine. [Manchester ‘ Destroy Job
i
Prepare a new job (ZERSlHegueszed |
Configuration File  fconfig bt

[V] Delete staged files when destroying job

Hob Arguments  forfigbtahe Status Polling
- lob Stdout [ptdout bt Set the polling interval
Uob Staer e bt !
Settings lob Stdin [none: 0 10 20 30

Resource Endpoint [tips fichemd237 chem.ucl.ac.uk 844 3tahelAp

gl I I
. Job Output:

Manage cettificates GridSAM Status | Staged Files |

Every 0.0 mins

Download File Name File Lacation |
v oufputbt htip:Hichemd237 chem.ucl.ac.uk:8000filestage!4821111011106034307952%/outpy
v stdout bt http:iichemd237 chem.ucl.ac.uk:8000filestagel48211110111060343079529)stdoul
v] stderr bt |hip:ichemnd237.chem.ucl.ac.uk:8000filestagel4821111011106034 30795201stden
[m] config b htip:#ichemd237 chem.uclac.uk:8000filestage!48211110111060343079528/config
[m] inputbt htp:iichemd237 chem.ucl.ac.uk:8000/ilestage!482111101110603430795290input.
[m] configtitahe | hiplichemd237 chem.uclac.uk:8000flestageld8211110111060343079528confi

<« [ [»
l Local Dir | l Download
4 Click on the Local Dir button. This allows you to change the directory where the output

files will be saved (by default they will be saved to the same directory as the input files).
Create a new output directory on your desktop and choose Open.

5 Click on the Download button. The output files will be saved to the directory specified in
step 4. Browse to this folder and check the output of the sort job.

Stage 4: Running an Application with the Command Line Client

1 Open a terminal and change to the directory where you have installed the AHE client. If
you didn’'t set the AHECLEINT_HOME variable to be set automatically in exercise 1, then
you will need to export this variable again.

2 At the terminal type: cd bin

3 At the terminal type:
ahe-listapps

This will list all of the applications installed in the AHE, along with the factory endpoints
needed to start them. From this list find the endpoint of the sort application.



Terminal — bash — 80x24

scription: gromacs
Endpoint: https://chemd237.chem.ucl.ac.uk:9443/ahe/AppWSResource

ication: sort
ge: AHE

nt: https://chemd237.chem.ucl.ac.uk:9443/ahe/AppWSResource

n: charmm

n: charmm
: https://chemd237.chem.ucl.ac.uk:9443/ahe/AppWSResource

Application: 1b3d

chemd237.chem.ucl.ac.uk:9443/ahe/AppWSResource

Application: lammps

4 The first step to launch an application using the AHE command line clients it to issue the
ahe-prepare command. This is equivalent to the first step of the AHE GUI client wizard. In
this example we will again launch the sort application. At the terminal type:

.Jahe-prepare —e https://chemd237.chem.ucl.ac.uk:9443/ahe/AppWSResource -app
sort -s ex2-sortjob —_RMCPUCount 1

Note: -RMCPUCount specifies the minimum number of CPUs available on the target
machine, -s specifies the name, -app specifies the application and —e specifies the
factory endpoint. Type:

ahe-prepare -help for further details.

The ahe-prepare command will return a list of the NGS machines that are able to run the
application.

5 To start the job running, at the command prompt type:
.Jahe-start —s ex2-sortjob —config /path/to/sort/config.txt -RM OESC —n 1
Where </path/to/sort/confix.txt> is the full path to the sort configuration file that you saved
earlier. Note, -s specifies the job name — this must be the same name that was set by the
ahe-prepare command, -RM is the name of the machine to run the job, -n is the number
of processors to run the job. Type: ahe-start -help for further details.
The command will stage the necessary files to the AHE file staging area and start the job
running.

Stage 5: Monitoring Jobs with the AHE Command Line Clients

1 The ahe-list command allows you to view a list of the jobs you have previously started. At
the terminal type: ahe-list

2 The ahe-monitor command allows you to monitor an individual job. To check the status of



the job started in stage 4 type:
.Jahe-monitor —s ex2-sortjob

Note: the —s parameter is the name of the simulation that you set with the ahe-prepare
command. The ahe-monitor command will return the status of the job.

Terminal — bash — 80x24
Time: 2006-12-10T
Description: 3 fi

GridSAM state is: active
Time: 2006 OT12:03: 30+00: 00

GridSAM state is: e
Time: 2006-12-1
Description: glob

Time: 2006-12-10T12:04:
Description: 3 files staged out

monty:~/aheclient-1.0.1/conf stef$ D

Once the ahe-monitor command reports the status of the job as complete, you can
retrieve the output files from the AHE file staging area. To do this type:

.Jahe-getoutput —s ex2-sortjob —I /path/to/output/dir

The —I parameter allows you to specify the path to the directory where you would like the
output to be placed. Create a new folder on the desktop and download the output to here.

Further Work

Try performing these further tasks with the AHE clients:

Use the AHE GUI client to monitor a job launched via the command line clients (Hint: you
can view all of you AHE jobs by clicking on the Update Job List button on the View
current jobs panel).

Download the further-input.tgz file from
http://www.realitygrid.org/AHE/training/courseinfo.html#ex2 This file contains a number of
input files for NAMD and LAMMPS molecular dynamics applications. Try launching some
of these applications on various NGS resources using the provided input files. You should
specify 2-4 processors for each of the jobs. Note: the NAMD config files names end .in
and can be found in the run folder. LAMMPS input files end .inp.

As well as using parser plug-ins to automate data staging, the AHE client also allows you
to specify input and output files manually, via the Edit button in stage 4 of the GUI client
wizard. Try specifying the input and output files to the application sorf2 manually (you can




use the same files as the normal sort application).
Discussion Points

What data and configuration files would your application require the AHE to stage over to a grid
machine in order to run a job?



