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LHCD experiment
LHCD is the heavy flavour experiment at the LHC.

Main goal: indirect search for New Physics in CP violation
and rare decays of beauty and charm hadrons.

[New J. Phys. 15 (2013) 053021]
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Outline

Title (long version): Prompt physics analysis from the trigger candidates at LHCb:
strategy and new dedicated Turbo and Calibration streams.

- The LHCD trigger system

- “Turbo” stream: novel data processing to
maximise the LHCb (charm) physics output.

- Calibration stream: provides suitable
samples to evaluate Tracking and Particle
Identification performance.

Complementary information can be found in other ICHEP contributions:
The LHCDb trigger in Run II (poster, 8 Aug)
[http://indico.cern.ch/event/432527/contributions/1071501/]

Novel real-time calibration and alignment at LHCDb for Run II
[http://indico.cern.ch/event/432527/contributions/1071500/]

LHCD distributed computing in Run II and its evolution towards Run III
[http://indico.cern.ch/event/432527/contributions/1072441/]

Study on the performance of the Particle Identification Detectors at
LHCDb after the LHC First Long Shutdown
[http://indico.cern.ch/event/432527/contributions/1071498/]
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Data taking

\ Luminosity leveling:

ATLAS & CMS . . ..
AT - stable running and trigger conditions

Instantaneous Luminosity [10°2 cm2 s°7]
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LH@() detector

Vertex and track finding

Particle Identification

VELO,TT,T1-3 RICH[1-2] CALO[SPD/PS,ECAL,HCAL] MUON[M1-5]
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[LHCDb, A. Alves et al., The LHCb Detector at the LHC, JINST 3 (2008) S08005]
[LHCD Detector Performance Int. J. Mod. Phys. A30 (2015) 1530022]

\ :

First level trigger
CALO and MUON
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LHCD trigger system at glance

LHCb 2011 Trigger Diagram LHCb 2015 Trigger Diagram

40 MHz bunch crossing rate

~ ) I>

LO Hardware Trigger : 1 MHz

40 MHz bunch crossing rate

~ > I>

LO Hardware Trigger : 1 MHz

readout, high Ev/Pr sighatures

readout, high Et/Pr sighatures

450 kHZ 400 kHz 150 kHz 450 kHz 400 kHz 150 kHz
H/HH e/y H/HH e/y
[ Software High Level Trigger A . Software High Level Trigger
26000 Logical CPU cores Partial event reconstruction, select
Offline reconstruction tuned to trigger displaced tracks/vertices and dimuons
time constraints
Mixture of exclusive and inclusive Buffer events to disk, perform online
\ 5@" algor|th£ J detector calibration and alignment
1 y ‘
3.5 kHz (0.2 GB/s) to storage Full offline-like event selection, mixture
1 kKHz of inclusive and exclusive triggers

1.5 kHz : 1 kHz = = =
Inclusive Ig:(';:;’:e/ Muon and O O O
Topological — “cparm R 12.5 kHz (0.6 GB/s) to storage

A
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Trigger system: hardware level [LO]

LHCb 2011 Trigger Diagram

40 MHz bunch crossing rate

~ > I>

LO Hardware Trigger : 1 MHz

readout, high Et/Pr sighatures

450 kHz 400 kHz 150 kHz
H/HH e/y

Reduce bunch crossing-rate to ~1 MHz
[fixed latency of 4 us]
[LHCD detector read out at 1 MHz]

Muon trigger [2012 thresholds]:

- Single Muon: p,> 1.76 GeV

- Di Muon: (py; X pp) > 1.6 GeV?
Calorimeter trigger [2012 thresholds]:
- Hadrons: £,.> 3.7 GeV

- Photons and electrons: E,> 3 GeV
Low multiplicity triggers

Filters out very complex events

[2200€ST (ST07) 0€V “SAUd POIN" U]

Run 1, Run 2, and beyond: (LHCb Trigger and
- same in Run 2 as in Run 1 Online Upgrade TDR,
LHCb-TDR-016]

[optimized thresholds in Run 2]
- removal planned for Run 3
[LHCDb detector readout at 40 MHz]
- requires redesigned DAQ and trigger
- recovers L0 hadron efficiency at low p,
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Trigger system in Run 1

LHCb 2011 Trigger Diagram
I Software trigger (HLT)

- Runs on HLT farm
- Splits in two stages: HLT1 and HLT2

HLT1 performs a partial event reconstruction
and an inclusive selection of signal candidates

— — — HLT?2 [~40 kHz input rate]

O O O - full simplified event reconstruction, with

[ Software High Level Trigger ) preliminary alignment and calibration of the
26000 Logical CPU cores detector and only marginal use of RICH PID
Offline reconstruction tuned to trigger information
time constraints . . . .

) _ _ _ - a set of inclusive and exclusive selections
Mixture of exclusive and inclusive
\___selection algorithms . y
O O O Output: 200 MB/s (2011)
3.5 kHz (0.2 GB/s) to storage ) [saved for later offline analysis]

1 kHz

1.5 kHz Inclusive/ |, - Lk 4 Total time budget: O(35 ms)/event
Exclusive don an

Charm DiMuon

Inclusive
Topological
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LHCb 2012 Trigger Diagram

[] a2

N
( Defer 20% to disk

— y

L 0 i

[ Software High Level Trigger
29000 Logical CPU cores

Offline reconstruction tuned to trigger

time constraints

Mixture of exclusive and inclusive
\___Selection algorithms

3 O i

5 kHz (0.3 GB/s) to storage

Trigger system in Run 1
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o

Same hardware trigger (LO)

- 20% of L0 events buffered to allow

pI'OCCSSiIlg out of fill [Journal of Physics: Conference
Series 513 (2014) 012006]

Software trigger (HLT)
- HLT2 [~80 kHz input rate]
- Output: 300 MB/s (2012)
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LHCb 2012 Trigger Diagram

40 MHz bunch crossing rate

LO Hardware Trigger : 1 MHz

readout, high Er/Pr signatures

450 kHz 400 kHz 150 kHz
h* B/ pp e/y

Software High Level Trigger

Introduce tracking/PID information,
find displaced tracks/vertices

Offline reconstruction tuned to trigger
time constraints

Mixture of exclusive and inclusive

auljuQ

___selection algorithms y

T
5 kHz (0.3 GB/s) to storage
2 kHz 2 kHz 1 kHz

. Inclusive
Inclusive / Muon and

. Exclusive :
Topological Charm DiMuon

SRV RS

Alignment and calibration

Offline reco & selection

Sullyo

Physics results

Trigger system in Run 1

Online: compromise between

performance and stringent

timing requirements.
Differences:
pattern recognition, detector
alignment and calibration,
candidate selection

Offline: best available

performance without stringent
timing requirements.
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performance and stringent
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candidate selection.

Offline: best available

performance without stringent
timing requirements.
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Trigger system in Run 2

LHCb 2015 Trigger Diagram [Journal of Physics: Conference

Run 2: Series 513 (2014) 012006]
40 MHz bunch crossing rate - HLT splits in two applications: HLTI and HLT2

O O O - All events buffered after HLT1

LO Hardware Trigger : 1 MHz - Alignment and calibration run on dedicated

readout, high Er/Pr signatures HLT1 samples
- Online same reconstruction as offline

450 kHz 400 kHz 150 kHz

[see R. Aaij talk in this session, Real-time
; _ _ . | calibrations and alignments, http://indico.cern.ch/
( Partial event reconstruction, select ) event/432527/contributions/1071500/]

displaced tracks/vertices and dimuons

Buffer events to disk, perform online .
detector calibration and alignment Advantages with respect to Run 1 model:

: : - Saves time: if alignment and calibration applied
[ Full offline-like event selection, mixture] after data taking, reconstruction run twice
of Inclusive and exclusive triggers - Saves money: uses less computing resources
O O O - More physics: imperfectly reconstructed data in
trigger implies not optimized event selection.
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Data processing model in Run 2

LHC bunch crossing (30MHz Maximum achievable rates
' ' shown in parentheses

LO hardware trigger (1MHz)

HLT1 software trigger (150kHz) SRR

Real-time alignment
and calibrations

[1A96SS0°+091 :ATXIe]

HLT2 software trigger (12.5kHz)  (kialiathalie

Offline reconstruction and
associated processing

— — User analysis
Offline reconstruction and
— Calibration associated processing |
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Turbo stream strategy

New concept:
Use the trigger reconstruction (of offline quality) to perform physics measurements.

Full stream:

- Save raw event;

- Reconstruction of full event [70 kB/event];
- Analysis pre-selections.

Total time for single 3GB raw file: ~30h.

[

Turbo stream:

- Save only candidate information;

- Removal of raw event; PV _pr+ o

- Restore trigger information; ~— QX

- Typical decay costs O(kB) in raw event. Do

- Smaller events: higher rate for the same bandwidth. .w)

Time < 1h ) K
T

e.g. Results from charm physics can profit of a high rate of
smaller events with respect to a lower rate of larger ones.
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Saving trigger objects [Run 1]

Run 1: limited information on selected candidates was placed in to the raw banks.

- These contained particle momenta and mass hypotheses (imposed by the trigger line)
information, along with track 2 information where appropriate.
- Very useful for monitoring.

- Required for data-driven trigger efficiencies.

¢ 105/ 100%

[calculated via the TISTOS method (arXiv:1310.8544): €165 = Nrosetis’/Nris]
[TOS = Triggered on selection, TIS = triggered independent of selection. ]
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Saving trigger objects [Run 2]

Run 2:
- offline quality of the information in the trigger allows to make and publish measurements.
- for trigger lines sent to the Turbo stream, much more information on the decay is saved.

The structure of stored objects includes (to name a few):

- particles - full position and momentum covariance matrices;

- PID - AIn(&) for all mass hypotheses, ingredients for neural network PID variables;
- Intermediate vertices - 2, position, full covariance matrices.

m

Basic child Parent Extra event
particle vertex information

Basic child Basic child

particle particle

Further basic Further basic Further basic
particle particle particle
information information information
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[arXiv: 1604.05596v1]

Restoring trigger objects [Teslal

LHCb has published over 320 papers since the beginning of LHC data taking.

Made possible by the common analysis framework:
- easy access to information on reconstructed candidates.
- addition of tools to production jobs allows easy access to:
+ Kinematic information (4-momenta,...),
+ geometric information (impact parameter, flight distance,...),
+ global information (run number, event number, ...),
+ ...

Use the existing infrastructure also for Turbo data.

Tesla program fills the gap between Full and Turbo data format.

- Restore decays from the raw event of unlimited complexity.
[A=2>m*B(—n*C(...))].

- Resulting output can used for measurements in the same way as the Full stream.

= Analysis pre-selection stage is essentially moved inside the trigger.
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[LHCb-PUB-2016-020]

Validation of Turbo stream

Turbo stream is a new concept for Run 2:
- for initial commissioning of the Turbo stream,
the complete raw event has been archived.

Calibration stream Turbo stream Full stream

0.1kHz - ~70kB per event 2.5kHz - ~5kB per event 10kHz - ~70kB per event
[On the long term raw event will be discarded] *7Mb/s output rate *12.5Mb/s output rate | | +700Mb/s output rate
. . Event Event
Calibration workflow reconstruction reconstruction
- dedicated to the calibration samples; | fesia = trigger
. ] . ; raw format
- manage online/trigger information plus full STR—— Analysis pre-

raw format selections

raw event (can be reconstructed).

Calibration workflow has proved to be a key Merging

tool for the quality validation of “online” _m_

analysis [TURBO stream and Tesla application]

\f\ Time shown to process 3GB raw data file

—
=
1] 1 24
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Turbo stream and Tesla application

Turbo stream is a new concept for Run 2:

- for initial commissioning of the Turbo stream,
the complete raw event has been archived.

[On the long term raw event will be discarded]

Online since yesterday: R. Aaij et al, Tesla: An
application for real-time data analysis in High

Energy Physics, Computer Physics Communications
(2016) doi:10.1016/j.cpc.2016.07.022.

arXiv:1604.05596 [physics.ins-det]

Compurer Pysis Commnicarions | - N

Contants Ists avalisbie gt Soonceliroct

crmam marucy
i

Computer Physics Communications

joumal homapage: www_sisevier comilocataiope

Tesla: An application for real-time data analysis in High Energy

Physics”

R. Azij®, 5. Amaro”, L Anderlini®, 5. Benson*, M, Carraneo®, M. Clemencic?,
B, Coururier?, M. Frank?, V.V. Gligorov ®, T. Head ®, C. Jones’, . Komarov ®, O, Lupton®,
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ARTICLE INFOD ABSTEACT

Amide iy

Upgrades oo the LHO> compuring infrasorucosre in the firs long shandown of the LHC have allowed for

Receved 3 My 2016 high quality decay informaion oo be calculaied by the software rigger making 3 separae offline event

:uurﬂ:;mudlum reCONSITLCTOn unnecessary.. Furthermore, the smrage space of the riggersd candidare is an order of
Lo e — magnimde smaller than the entire W arent tha womkd omherwise need 1 be persisted. Tesa ks an

e applicarion deskgmed oo process the informarion ciculiced By the mrigger, with the resulting owpur wssd

1o directly pesfonm physics messursmenrs.

e € 2015 Pubiished by Elsevier EV.

Parmicls plysics

Dtz

Dt aceisition

1. Introduction interest. The efficient s=lection of beawty amd charm decays from

The LHCh experiment, ome of the four main detectors situated
oo the Large Hadrom Collider in CERN, Geneva, specialises in
precision measurements of beauty and charm hadross decays. At
the nomimal LHCh heminosity of 4 107% om~2 5~ during 2012 data
taking at B TeV, around 30 k beauty (&) and 500 kcharm [c) hadron
pairs pass through the LHCh detector each second. Each recorded
collision is defined s an event that can possibly contain a decay of

*® & CERN onbehalf of the LHO collaboraion, Eoence O EY-400.
*# Coresponding anhor.
E-mail addre sean hessondcern.ch [5. Benson).
L n:"‘md:i:ﬁ_":t':’li_'i:;c_‘ﬂ'L.L'.‘JZ.'.'
Dl0 455500 1116 Pebiisher ty Blsvier BY.

the 30 M proton- proton collisions per sscond is 2 significant Big
Data challenge.

An innow ative feature of the LHOb experiment is its approach
to Big Data im the form of the High Level Trigger (HLT) that is
split into two components with a buffer stage between | 1]. The
HLT is a software application desigeed to reduce the avent rate
from | M to ~10 k events per second and is executed on am
Event Filter Farm (EFF). The EFF is 2 computing duster consisting
of 1800 server nodes, with 2 combined storage space of 5.2 PH,
which cam sccommeodate up to twoweeks of LHCh data taking | 2|
nominal conditions. The HLT application recomstnascts the particle
trajectories of the event in real time, where real time is defined 2s
the imterval between the collision in the detector and the moment
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“Turbo publications”
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Candidates per 5 MeV/c?

L s Online has offline quality: use it for physics!
sey<ss T [Turbo Stream + Tesla Application]

2<pT<3 GeV/c

[o(J/p) ~ 14 MeV]

Measurement of the J /y production cross-
section in early Run 2 data pioneered in the
usage of the Turbo stream technique for

SASRY (NRARRRARNRARNRARERE

, o selection of the decay candidates.
2950 3000 3050 3100 3150 3200 : The preliminary result was out 1 week after
My IMeV/ET] data taking. [dataset: 3.05 +0.12 pb ']
& F
N 5 —e— Data LHCb .
s 10 E JT/?;iﬁt . Vs=13TeV, L, =305 pb’' Measurement of forward J/w production cross-
g 0 L G Prompt Iy 3: ly) ) <3'35Gewc sections in pp collisions at 13 TeV
8 [ 2 suckeoms ' [JHEP10 (2015) 172]
g 100
;.5 =
S f
< 107 -

, d, x My,
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10 & Pz

"""" > pZJ/w
1
ut

ny

8 10 :
t, [ps] 0 d.
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Measurement of prompt charm production
cross-sections in pp collisions at 13 TeV

[JHEP 03 (2016) 159]
[dataset: 4.98 £ 0.19 pb™!]

“Turbo publications”

Online has offline quality: use it for physics!

[Turbo Stream + Tesla Application]

x10° . . .
o [ e - Ideal for high yield exclusive modes (charm).
3 [ s s V3= 13TeV - Almost background free directly from trigger
= [ EH combie due of offline quality tracking.
§ 100 —
2
£ s
ot Do k- Impact parameter
50 —
- DY I ) to separate
- lPDg}(“/é “p,/X " secondary charm
Ps00 850 1900 PP production
m(K~ ") [MeV/c?]
T X‘103‘ T T T T T T " " "
Yool b LHCb 1% ? LHCb 1% - I’j: LHCb
> | = Fit o > - = Fit _ 1> = —
ﬁ [ Sig. + Sec. \/E_ 13Tev 1 é) 100 [ oo Sig. + Sec. \/E_ 13Tev - é) 8000 [ e Sig. + Sec. \/E 13Tev ]
= " [] Comb. bke. = L[] Comb. bke. 19 t ] comb. bke.
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- i o] <
E o 8 sof - % 4000 -
D+ | D+ &
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22
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Real-time analysis [TURBO++]

In Turbo data only the information about

the selected decay 1s available. PV _pxt e
This limits the physics outcome from - & - -
Turbo. DY

=
New in 2016 "

Can persist HLT candidate + any
reconstructed objects (like isolation).
Event size of 50 kB, including a minimal
subset of the raw data.

Can do qualitatively new things on HLT
output. Entire analysis can be done on
trigger output, incl. flavour tagging [e.g.
in charm spectroscopy: D*—DYK n")r*].

- Barbara Sciascia (INFN) - LHCb Trigger in Run 2 - ICHEP 2016, 5 August - 23



Pull

Events / (4.5 MeV/c?)

Real-time analysis [ TURBO++]

New in 2016
Successful use of the TURBO++
with the new 2016 data.

Samples available right after the
HIt2 run.

T
mmn

|
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|
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IIIIIIIIIIIIIIIIIIIIIII|]

T
1 4

N
W
(@)

200 LHCb preliminary h

B — JIWWK'K

150

100

W
o

r

5400

. 53I00 I
mJ Iy K*K') (MeV/c?)
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Candidates / (0.01 MeV/c?)
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[S—
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Candidates / (1 MeV/c?)
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l I I
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Strategy for calibration samples in Run 2

[LHCb-PUB-2016-020]

o e w w m w W W o WS W W o w WES W ww W

The potential physics outcome of Run 2 challenges also

|_ -
the samples selected for the PID/tracking calibration. G TurboCalib |ines]

1
I I
I |
I I
I |
I I
I |
: TurboReport :
) + |
- Larger statistics to have smaller statistical uncertainty; . AW i
I - |
, R - | [g CALIBRATION ] |
- Allow for systematic studies including those requiring : stream) |
|
low-level [raw] information (e.g. detector induced charge ! |
L : e :
asymmetries); LG !
: [E Brunel ] |
- Allow for development of new algorithms in view of the E Project/ |
|
LHCb upgrade; : i
(3 g |
- Allow to study performance for combined online/offline |3 esla oroiect] |
. . . . . . I
selections, 1.e. persist trigger information and allow for : i
offline reconstruction. ! e~ i
| [ﬁ FullTurbo.DST }/
I g Stream :
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[LHCb-PUB-2016-005]

Data driven PID performance

PID samples [Run 1 and Run 2J:

- low-multiplicity modes with large BRs

- without using PID variables (e.g. D —Kur)
- tag-and-probe method (e.g. JAp —uw)

Species  Soft Hard

et — J — ete”

Tha Df - utpu—nt  JAp— putps

Tt KO — mrm D* — DOxrt, D% — K—mr+
K* D — K*K—n™ D*— D7t D% — K—mr*
p* A — pr— A°— prt~, AT — pK—mt"

Selected directly in the trigger [Run 2]:
- larger statistics
- easier trigger-decorrelation
[Muon and CALO are used in LO and HLT1]

Particle Identification

5.5
5.0
4.5
4.0
3.9
3.0
2.5
2.0

0 20 40 60 &0 100 120 140

[Proton samples]

LHCD |
.. Runl

0 20 40 60 80 100 120 140

p [GeV/e ]
10[]

LHCD |
2015 25 ns

1071

[}

p [GeV/e]
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[LHCb-PUB-2016-005]

Data driven PID performance

PID samples [Run 1 and Run 2]:

- low-multiplicity modes with large BRs

- without using PID variables (e.g. D —Ku)
- tag-and-probe method (e.g. J/Ap —up)

Particle Identification

Species  Soft Hard

et — J — ete”

u= Df = ptp -t JAb— phps

Tt KO — mrm D* — DOxrt, D% — K—mr+
K* D — KtK-nt D*— Dxt, D°— K-+
p* A — pr— A°— prt~, AT — pK—mt"

Selected directly in the trigger [Run 2]:
- larger statistics
- easier trigger-decorrelation
[Muon and CALO are used in LO and HLT1]

Full information can be found in:

Study on the performance of the Particle Identification

Detectors at LHCDb after the LHC First Long Shutdown

Marianna Fontana on behalf of the LHCb collaboration

INFN Cagliari and CERN

ICHEP conference 2016
Chicago, lllinois, 3 - 10 August 2016

[http://indico.cern.ch/event/432527/
contributions/1071498/]
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[JINST 10 (2015) P02007]

Track reconstruction

magnet T stations
TT /) T track (=) |
VELO P
upstream track —— -
“.ﬁﬂ? long track
VELOtack | | T —————t

\j downstream track

Use data-driven method to measure
track reconstruction efficiency.

Tracking samples [Run 1 and Run 2J:

- Tag-and-probe approach with JAp —uu
decays.

- Probe track is only partially
reconstructed, not using information from
at least one sub-detector which is probed.

Calibration workflow allows to determine
online/offline performance
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[JINST 10 (2015) P02007]

Track reconstruction

w T T T T T T T T T T T T T T T T
1.04 ! ' '

1.02 LHCb preliminary

(a)

0.98
0.96
0.94
0.92

0.9
0.88
0.86

|

—e— Data 2015

—e— Data 2012
PR R T S S S N S S A S S S R

50 100 150

S R L A

B>
aQ
S
<
Ax)

Use data-driven method to measure
track reconstruction efficiency.

Tracking samples [Run 1 and Run 2J:

- Tag-and-probe approach with JAp —uu
decays.

- Probe track is only partially
reconstructed, not using information from
at least one sub-detector which is probed.

Calibration workflow allows to determine
online/offline performance
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Conclusions

The LHCb computing model has evolved to accommodate within a
constant budget the expanding physics program of the experiment.

Full offline-quality reconstruction available online.
[Calibration and alignment running online]

TURBO stream: do physics with trigger objects
- More physics per byte;
- Turbo: save exclusive decays;
- Turbo++: can save all reconstructed objects;
- Results already published and more to come.

Calibration stream: select suitable and abundant
samples for data-driven PID and Tracking
performance evaluation.

; g
A l %‘“\
Al I'm saying is now is the time to develop the technology to deflect an asteroid.”

Run 2 gives the opportunity to put new approaches under full test,
with potential expansion in the upgraded LHCb experiment (Run 3).
A working model for future experiments.
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Open Controls

Event 24238378
Run 172949
Sat, 23 Apr 2016 10:34:49

[Run 2 ,year 2: physics commissioning with stables beams]|




[JINST 3 (2008) S08005]

Online system architecture

¢ Detector .
‘ 5 5000 optical/analog
E VELO |[ ST OT ||RICH|| ECal || HCal | | Muon .
LO 3 links ~4Tb/s
s N u I
, L0 trigger e _ .} FE } e B} FE HE FE FE } =3 320 ROBs
_ _L_I"_‘l C'_CIQ(_:k Tlmlng & \ Electroics Electrln.mc Eflectr%omcsj lectronics Iect;omcs Electromcs LTELLI S /UKLIS)
: Readout || Readout Readout Readout Readout Readout Readout 24 IHPUtS @ 1.5Gb/s
Board Board Board Board Board Board Board

Control |

Event Requests

READOUT NETWORK

Nt

N

|

Offline
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—_ SWITCH H{ SWITCH { SWITCH H SWITCH H SWITCH
~[swiTcH|
’od £
S 3t c|c|c|c||c|c|c|c| |c|c|c|c c|c|c|c
RERES ple|p|r||P|P|P|P| [P|P|P|P Plp|P|P
~elelelp) uju|u|u||ufufu|u| |ujulu|u| |u]u|ulu] |u|ululu
guuuu i , , ,

High-Level Trigger farm

4 outputs @ 1Gb/s

3000 GbE ports
35 Gb/s

50 subfarms
of 40 nodes
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Online system architecture

LHC

[S0080S (8002) € LSNIf]

Monitoring

- Barbara Sciascia (INFN) - LHCDb Trigger in Run 2 - ICHEP 2016, S August - 33



LHCD event filter farm

62 homogeneous sub-farms
50880 logical cores

800 new nodes in Run 2
[almost double performance]

Servers alone cost >5 MCHF

CPU #cores RAM  disk
920 x  Intel x5650 12(24) 24GB 2TB
100x AMD 6272 16 (32) 32GB 2TB

800 x Intel E5-2630v3 16(32) 32GB 4TB
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HLT2 in Run 2

Full event reconstruction: Run I Run II
- Start from HLT1 vertices and tracks
- Reconstruct all tracks HLT 1time ~20 ms ~35ms
[In Run 1 p,>300 MeV, no redundancy] HLT 1 rate ~80 kHz ~150 kHz
- Neutral particles, RICH, Muon and Calo PID
- Full particle identification for long tracks HLT 2 time ~150 ms ~650 ms
[new in Run 2] HLT 2 rate 5kHz  ~125kHz

Same strategy as offline
[tracking: a factor ~2 faster in HLT]
[~30% overall offline]

2012 CPU Heat Map 2015 CPU Heat Map

fﬁfﬁfr .

\ﬁf =il 1

ﬁF FFFWF ﬁ

wf I W\Fﬂ\mwﬁ E= P mﬁFﬁﬁwwﬁrrrrﬁ

W!i!i o ] = ] =] =W e g o] sl 8 = w0 =1 =m0 2o el R 0BV ]
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HLTI: overview of event reconstruction

Inclusive selections:

e Single and two track MVA
selections
e ~ 100 kHz

Inclusive muon selections

e Single and dimuon selections
e Additional low py

track reconstruction
o ~ 40 kHz

Exclusive selections

HERIE
- A

Any L
1
L
—_—
L
—_—

Trac
|
_
|

SN i

e Lifetime unbiased beauty and
charm selections
e Selections for alignment

Low multiplicity trigger for central
exclusive production analyses
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Deferred trigger

Stable beams ~35% of the time |
Buffer events to disk and M=

process between fills

Run I

o Defer 20% of LO accepted events
o Effectively 25% more CPU LI

YR 1 !
2 4 6 B M12 04 16 18 20 22 24 26 28 30 32 34 36 35 40 42 44 46 48 50 52

Calendar week
Defer 100% of HLT 1 accepted events
More efficient use of buffers due to larger real-time reduction
Save 100% of events at 150 kHz instead of 20% at 1 MHz
Use HLT 1 output for calibration and alignment
10 PiB in farm (half in 2015)
Sufficient buffer given LHC’s performance comparable to 2015

L
T

Di=k wsage (FB)

[

[

[

2

£

0
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- = = = = e = - - - - = = = = = = = - - - - = = = = = = = — -

N

[': TurboCalib ]
I lines

TurboReport
RAW

[é CALIBRATION ]
(@) stream
(@)

[ﬁﬁ Brunel ]
o Project

Tesla

M\
Resurrect
J

Project)

[*‘ S FullTurbo.DST

Stream)

- e e e e e e e e e e e e e = e = = = = ——

- e = = - = - - e —— - = = = —— —— = —

DaVinci

Create CommonParticles
Load Tesla candidates
Match Tesla cand. and CommonParticles

Write nTuples

Vs

PIDCalib/CalibDataSel

Create one histograms per nTuple file
Merge all the histograms
sPlot of the samples

Write sTables

[g Apply sWeights

Script

PID data flow

DaVinci

Run your own Reconstruction
Try improving PID performance
Take precomputed sWeights

Write sWeighted nTuples

Vs

PIDCalib/PerfToolScripts

Produce efficiency tables
Use reweighting tools
MultiTrack Performance
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Turbo data and Tesla restoring information

" Online Offline |

Restored trigger
candidate

Signal candidate decays
identified

Process decay chains and
convert back to object

Convert object
summaries back into
summaries

physics objects

[1A96SS0 1091 :ATXIR]

Write object summaries
into the raw event data

Decode object summaries
from the raw event data
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Mass resolutions

Table 2. Mass resolution for the six differ-
ent dimuon resonances.

Resonance Mass resolution ( MeV/c?)
Jhb 14.3+0.1
W(25) 16.5 0.4
T(15) 428 £ 0.1
T(25) 448 +£0.1
T(35) 48.8 £ 0.2
1727 + 64

]

G, [MeV/c?]
2,

ka2

—
=

:
!

1 L I L L 1 L 1 L L 1 I E O 1 L 1 L 1 1 L I L 1 1 L 1 1 L1 I -
10* 10° 10* 10°
m [MeV/e?] m [MeV/e?]

10

T
<
[

[LHCb Detector Performance Int. J. Mod. Phys. A30 (2015) 1530022]
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[http://indico.cern.ch/event/432527/contributions/1072191/attachments/1320419/1979972/mvieites ICHEP16.pdf]

Preliminary Results from the 2-body Invariant Mass Fit

Selection A

PID in action

BY 5> KtK— and B — ntn—

150

100

(34
(=]

Candidates / ( 5 MeV/c?)

LHCb

-----

B> K*n-
AN pK

SO |

Ngo_ - = 201.1+32.74+13.5 N
Ngo_ k:r— = 105010 == 430 = 990

— 5.80 significance achieved!

(inc. systematics)

M. Vieites Diaz (USC

P eale s B3 LHCb-PAPER-2016-036 in preparation

o

> 400 LHCDb

=

0

=~ 300 B B

o | Y P !

o | ) B’— '

= S I

% 200— : D B> K'n

§ u : |__| B’ m*n'X
100— _:Comb. bkg.

05~ 54 56 58

m,... [GeV/c?]

g0, + — = 455.0 £ 35.2 4 24.2
Npgo_ i+ = 71300 = 310 + 610

Uncertainties: + stats. & syst.

ICHEP2016 7
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Table 2: Selection requirements on the tag and probe tracks and on the combination into a Jf

Tracking efficiency: details

candidate for the three different methods.

VELO T-station Long

method method method
Tag Long track

used in single muon trigger
DLL,x > 2 DLL,x > 2

x?/ndf(track) < 5 x? /ndf(track) < 3 x?/ndf(track) < 2

p > 5.0GeV/e p > 7.0GeV/e p > 10GeV/e

pr > 0.7GeV/e pr > 0.5 GeV/e pr > 1.3GeV/e

IP = 0.5 mm

Probe | Downstream track VELO-muon track TT-muon track

p = 5.0GeV/e p > 5.0GeV/e p > 5.0GeV/e

pr > 0.7GeV/e pr > 0.5 GeV/e pr > 0.1GeV/e
Jip M, €[2.9,33]GeV/c" | M, € [2.7,3.5]GeV/e= | M, € [2.6,3.6] GeV/e"

x~ /ndf(vertex) < 5
N Iy = 1

x? /ndf(vertex) < 5
NJ,.’:,b =1
p = 7.0GeV/e

x?% /ndf(vertex) < 5
hr-f,{'l,b =1
IP < 0.8 mm
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