Electron and photon energy measurement calibration

AT LAS with the ATLAS detector
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ICHEP - Chicago, August 2016

Calibration procedure MC based calibration
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The energy of an electron or photon candidate is built from the energy of a cluster of cells in the electro-mag- || The EM clusters are calibrated to the gz 90000
netic (EM) calorimeter. The energy calibration scheme can be summarized in three main steps: qriginal electron and photon energy in %80000: Elections o Wihout scintillatore
- simulation-based calibration (applied to data and simulation); simulated MC samples. The calibration ¢ 1.4<m|<16 — With scintilators
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correction is evaluated using a boosted
decision tree with gradient boosting
trained separately for electrons,
converted and unconverted photons.
With respect to the Run-1[1]:

SIMULATION - cover the whole region |n| in [0, 2.5];
- in the transition region, 1.4<|n|<1.6,

- data-driven corrections optimized to mitigate the non-uniformity in detector response (applied only to data);

- data-driven corrections with energy scale factors (applied on data) and correction of the resolution (applied
on simulation).
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additional variable to the training of the
calibration.
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Scale factors from Z — ee Uncertainties on energy scale and resolution
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energy mis-calibration is defined as - 3 §§ An additional systematic uncertainty equal to the maximum ob-  -osf .
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Where a is the sampling term, b the b = || nation in electronics calibration. In Run-2 this systematic uncer- 10—
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These corrections are computed as function of n. The systematic uncertainties for this | | 4.3%, depending on n); uncertainty on the Tile Calorimeter elec- ~ ~%F E
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Calibration checks: Z invariant mass distribution

The accuracy of the whole calibration procedure has been checked with Z — ee mass distribution separately for the 2015
dataset (3.2 fb™ of integrated luminosity) and for the first part of the 2016 dataset (2.7 fb-1 of integrated luminosity). These

comparisons are performed without applying any mass-dependent background subtraction to the data which would §§ 8...F ¥ atias preiminary - = ATLAS Preliminary ]
reduce the trend in the data to MC ratios observed in both datasets for masses below 84 GeV. Data and simulation agree f§ & | | ®=@revt=s2eose2 (2016) b J SOME \e=18TeV,L=3.2(2015) + 27 (2016) °
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