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1. Introduction 
This document describes the existing use case of the WLCG Information System [1]. It is based on 
feedback collected from LHC experiments and WLCG activities like monitoring or accounting.  

The WLCG Information system comprises different components like the BDII, GOCDB, OIM and a set 
of information providers. The interactions with the different components and how the information is 
actually obtained from the Information System and in what format (usually LDAP queries to get 
information described using the GLUE 1 schema) is also described. 

The document also includes feedback collected from GridPP sites. Feedback from other sites belonging 
to WLCG could be added to the document in future versions if considered useful. 

2. WLCG Information System Overview 

 

Figure 1 - Information System components 

The WLCG information system [1, 2] is a mission-critical component in the WLCG grid infrastructure. 
It provides detailed information about grid services which is needed for various different tasks. The 
grid information system has a hierarchical structure of three levels. The fundamental building block 
used in this hierarchy is the Berkley Database Information Index (BDII). Although the BDII has 
additional complexity, it can be visualized as an LDAP [3] database. The resource level or core BDII is 
usually co-located with the grid service and provides information about that service. Each grid site 
runs a site level BDII. This aggregates the information from all the resource level BDIIs running at that 
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site. The top level BDII aggregates all the information from all the site level BDIIs and hence contains 
information about all grid services. There are multiple instances of the top level BDII in order to 
provide a fault tolerant, load balanced service. The information system clients query a top level BDII 
to find the information that they require. 

The BDIIs are populated with information by running information providers [4]. These are scripts 
which obtain information, format it as LDIF and print the result to standard out. These information 
providers can also be used to query other BDIIs which is how the hierarchy is built. The order in which 
these information providers are run is random. 

The information in the information systems conforms to a schema called the GLUE schema [8]. The 
GLUE schema started as collaboration effort between European and US grid projects to facilitate 
interoperation between them. The Open Grid Forum (OGF) [5] is now responsible for the GLUE 
schema. 

The information system is bootstrapped from the information registered in the Operations Databases 
of EGI and OSG grid infrastructures (GOCDB [6] and OIM [7]). When a site registers, it enters the URL 
for the site level BDII into the GOCDB/OIM. GOCDB/OIM then generates a list of LDAP URLs for all the 
sites in the grid and this is downloaded by the information provider running on the top level BDII. 
These URLs are then used to query all the site level BDII and the result is used to populate the top level 
BDII. 

3. ALICE 
3.1. Which information is needed from the Information System? 
ALICE currently relies on information published by the resource BDII of CREAM CEs and on the site 
BDII of ARC CEs. In particular, the following information is used: 

• Status of CEs (production vs anything else) 
• Number of waiting jobs in the VOView 
• Number of running jobs in the VOView 

 

3.2. How is this information obtained from the Information System? 
Most ALICE sites have a WLCG VOBOX on which local AliEn [9] services manage the workflow for their 
site. At such sites one such service then gathers the necessary information by querying the resource 
or site BDII at most once per minute using the Net::LDAP Perl module and getting the following GLUE 
1 attributes: 

• GlueCEStateStatus 
• GlueCEStateWaitingJobs 
• GlueCEStateRunningJobs 

New jobs can be submitted to a CE when its status is Production and its numbers are below the site’s 
thresholds determined from the ALICE site configuration LDAP service. For historical reasons a few 
more attributes are collected, but they do not matter for the workflow anymore, the assumption being 
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that an established ALICE site will have the corresponding properties set to values that are compatible 
with normal ALICE workflows: 

• GlueHostMainMemoryRAMSize 
• GlueHostMainMemoryVirtualSize 
• GlueCEPolicyMaxWallClockTime 

VOBOX admins and ALICE experts regularly make use of the lcg-infosites command to see what job 
numbers currently are published by the site’s CE(s), while very occasionally the status of a CE may 
have to be checked through the ldapsearch command. 

3.3. What about sites that do not appear in the Information System? 
Sites can also contribute to ALICE grid computing by setting up a private VOBOX with AliEn services 
that do not depend on the Information System. For example, the ALICE sites in OSG work like that. 
Their VOBOX either submits directly into their batch system or uses a local HTCondor installation that 
keeps track of the jobs and thereby knows how many are running and waiting. Such usage of HTCondor 
could also be envisaged for sites that currently depend on the resource or site BDII, but as long as the 
ALICE use cases can be served fairly reliably by the BDII, the latter approach is preferred, being the 
less complex option. Furthermore, under normal conditions there is no need to keep track of each and 
every pilot job individually. The BDII approach then puts less load on the CEs. 

As of September 2015 a new AliEn module is being developed to handle the new HTCondor CE. Even 
though for EGI sites it will appear in the BDII, for ALICE it may end up being driven through a local 
HTCondor installation on the site’s VOBOX, if that approach turns out to be easier to maintain. 

4. ATLAS 
4.1. Which information is needed from the Information System? 
ATLAS relies on various sources of information to populate its own information system called AGIS 
[10, 11, 12]. One of the key features of AGIS is that it makes a clear distinction between resources 
provided by and resources used by [13]. AGIS collects the site and services information on one side, 
and establishes a relationship between these resources to ATLAS objects, like ATLAS Panda Resources 
or ATLAS Rucio Storage Elements. 

For what concerns the resources provided by, AGIS queries GOCDB, OIM, BDII and REBUS to get the 
relevant information for the resources allocated to ATLAS. It also queries VOMS (for VOMS roles) and 
PANDA Database (for dynamic PANDA resources properties).  

AGIS also allows the addition and editing of information from other resources that are not available 
in neither GOCDB, OIM, BDII nor REBUS (e.g. full path of Storage Areas and their access rules, Squid 
configuration for Frontier, etc.)  

In particular, AGIS needs the following information from GOCDB and OIM: 

• Site and Services Information (list and type of services) 

From BDII it needs (for each service published in GOCDB and OIM): 
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• CE service information for all CE flavours including HTCondor CEs   
• Local queues and its properties 

Storage information like Storage Areas used to be taken from BDII. This information was not published 
in a homogeneous way by all sites and this made it difficult to integrate it in AGIS automatically. In any 
case, ATLAS needed to add more information that was not available in the BDII (the full path), so it 
was decided to include all storage information manually in AGIS. 

ATLAS also uses the HEP-SPEC06 and Logical CPUs information published in the REBUS Site Capacities 
view [14]. This is used by the ATLAS dashboard [15] to calculate resource utilisation. ATLAS does not 
need a precise number of the HEP-SPEC06 and Logical CPUs at the sites, it just needs a reasonable 
average core power value for each job slot provided by the site. The average core power is calculated 
dividing HEP-SPEC06/Logical CPUs. ATLAS measures the CPU and wall clock time of each job. For each 
site, ATLAS then calculates, multiplying by the average core power, the HEP-SPEC06 hours provided 
by the site to ATLAS. ATLAS Accounting dashboards for both computing and storage, take the pledges 
from REBUS. This information is also copied and cached in AGIS.   

ATLAS Accounting dashboards for both computing and storage, take the pledges from REBUS. This 
information is also copied and cached in AGIS. 
 
4.2. How is this information obtained from the Information System? 
AGIS gets information from the BDII, REBUS, OIM and GOCDB. 

AGIS queries the CERN top-level BDII (lcg-bdii.cern.ch) every 2 hours. The following GLUE 1 attributes 
are queried: 
 
Site Information: 

• GlueSiteUniqueID 
• GlueSiteName 
• GlueSiteWeb 
• GlueSiteLongitude 
• GlueSiteLatitude 

 
CE and queue Information: 

• GlueCEUniqueID 
• GlueCEName 
• GlueCEStateStatus 
• GlueCEInfoHostName 
• GlueCEInfoGatekeeperPort 
• GlueCEAccessControlBaseRule 
• GlueCEInfoJobManager 
• GlueCEImplementationName 
• GlueCEInfoGRAMVersion 
• GlueCEPolicyMaxWallClockTime 
• GlueCEPolicyMaxCPUTime 
• GlueClusterUniqueID 
• GlueClusterName 
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AGIS queries REBUS to collect the following information: 
 

• Site HEP-SPEC06 and Logical CPUs to calculate average core power capacity metric: 
synchronized every 24 hours 

• Federations topology: regional center, tier level, country associations: synchronized every 3 
hours 

• Pledges: synchronized on demand 
 
AGIS collects information from OIM every 6 hours: 
 

• List of sites and associated information (name, status, emailContact) 
• List of services SE (SRM, GRIDFTP), CE, PerfSonars (Bandwidth, Latency) and associated 

information (endpoint, type, flavor, status, is_monitored, site) 
• Site downtimes information (This is collected every 30 mins) 

 
AGIS collects information from GOCDB every 6 hours: 
 

• List of sites and associated information (name, status, emailContact, country, 
certification_status, gocdb_pk) 

• List of services SE(SRM, GRIDFTP), CE (CE, CREAMCE, ARCCE), PerfSonars (Bandwidth, Latency) 
and associated information (endpoint, type, flavor, status, is_monitored, site relation, 
gocdb_pk) 

• Site downtimes info (This is collected every 30 mins) 
 
It should be noted that AGIS offers the possibility of manually inserting and modifying the information 
collected from all these sources through the AGIS web UI. AGIS encapsulates the specific logic of the 
different raw data providers (API, protocols, schemas, etc.) and uses high level collectors to populate 
its database. One of the main advantages is the possibility to replace, extend or remove the 
implementation of the raw data providers without affecting high level AGIS logic. 

5. CMS 
5.1. Which information is needed from the Information System? 
5.1.1. Monitoring 
The SAM tests rely on a VO feed file to have updated information on the CMS service topology. 
Currently, the CMS VO feed is generated by querying the BDII, SiteDB [17] and the glideinWMS factory 
configuration [18]. In particular, the BDII is queried to get the hostnames of the computing elements 
available to CMS at a site. It is planned to remove very soon the dependency on the BDII by extracting 
the CE endpoints only from the glideinWMS factory configuration. This will ensure perfect consistency 
among the CEs known to the CMS production system and the CEs to be tested by SAM; this includes 
also CEs that are under testing and not yet validated for production. 

The CMS dashboard also uses the HEP-SPEC06 and Logical CPUs information published in REBUS to 
calculate the resource utilisation. REBUS capacities come from the BDII. However these plots are not 
used by CMS, which makes this use case irrelevant. 
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5.1.2. Workload management 
Currently the BDII and other sources are queried to bootstrap the glideinWMS factory configuration 
for a site, while subsequent changes are manually applied based on information directly received from 
the sites. Information about HTCondor CEs in OSG comes from special collectors, as these CEs do not 
appear in the Information System. 

It is considered useful to have a way to query the WLCG Information System to retrieve the list of CE 
endpoints accessible to CMS across the different infrastructure projects and their relevant properties. 
These include: 

• Queue name, if applicable 
• Number of cores, CPU and wall clock time limits 

5.1.3. Data management 
There are no dependencies from the WLCG Information System in the CMS data management system 
[19] (PhEDEx, AAA, DDM, storage monitoring, ASO) beyond the indirect dependency through FTS. 

However, CMS needs to know the total available space (disk and tape) for all its storage endpoints and 
the quotas assigned to the various CMS groups, as the information is used for resource planning and 
for the DDM and transfer operations. Although quota information is very likely outside of the scope 
of the WLCG Information System, reliable information about the total available space would be useful. 
Currently this is directly communicated by the sites to the service operators and not queried from the 
BDII; it is then inserted in the DDM database, from which a text summary is generated and made 
available in the web. 

Another use case is the aggregation of PhEDEx and perfSONAR data, which is already being taken care 
of by the WLCG Network and Transfer Metrics working group. 

5.2. Which information is required and is missing from the Information System? 
CMS would find extremely useful to have pledge information per site (this information is currently 
available in REBUS per federation). Pledges per site are necessary and sufficient for long term planning, 
although some sites may declare additional opportunistic resources available for a limited time. 

More detailed information on the available capacity, reflecting variations with time, is nice to have 
but it is not required by CMS. If available, it would be useful as a troubleshooting tool, for example to 
investigate cases where the site utilisation is much lower than expected. However, for this purpose it 
is also possible to use pledge information and historical monitoring information. 

Given the CMS does not require sites to publish their available capacity, calculating its total value over 
all CMS sites will not produce a meaningful information. 

5.3. How is this information obtained from the Information System? 
5.3.1. Monitoring 
For the VO feed generation, an LDAP search is done on the top-level BDII (lcg-bdii.cern.ch) to find all 
the GlueCEs allowing as access control base rules VO:CMS or VOMS:/cms/Role=production and 
belonging to official CMS sites (those defined in the CMS SiteDB). The CE flavour is taken from 
GlueCEImplementationName. 
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5.3.2. Workload Management 
The site entries in the factory configuration are bootstrapped using the following steps for all CMS 
sites: 

1. Query the BDII to find all queues in a site that support the CMS VO and have reasonable 
wall clock limits (the minimum of GlueCEPolicyMaxCPUTime and 
GlueCEPolicyMaxWallClockTime should be long enough) 

2. Extract hostname and queue name from the GlueCEUniqueID (which has the format 
hostname:port/jobmanager-jm_type-queue) 

3. Manually fill in other fields (entry_name, site_name, GLIDEIN_Supported_VOs, 
cmssite_name) 

4. If needed, fill by hand other properties (cores, WC / CPU limits, memory limits, etc.) if the 
values published in the BDII are found not to be correct. 

The same procedure is followed to configure glideinWMS for other VOs as well. 

6. LHCb 
6.1. Which information is needed from the Information System? 
LHCb relies on the following information published in the BDII: 

• List of CEs 
• Detailed properties of each CE 

In particular, the most important pieces of information retrieved from the BDII are the Max CPU Time 
(in SI2K minutes) and SI2K CPU Scaling Reference attributes for each queue within a CE. This 
information is used by DIRAC [26] to calculate queue lengths in HEP-SPEC06 seconds as 
MaxCPU*SI2K*60/250. Queue lengths in HEP-SPEC06 are used within the DIRAC job submission 
framework, to ensure that jobs fit within the queues they are submitted to (LHCb uses only CPU time, 
not wall clock time, for job scheduling). This information is not used instead for monitoring purposes. 

For each CE, the information can be visualized on the LHCb DIRAC Portal [27] from the Configuration 
Manager application (e.g. Resources -> Sites -> LCG -> LCG.CERN.ch -> CEs -> ce301.cern.ch -> Queues 
-> cream-lsf-grid_lhcb gives maxCPUTime=11520 and SI00=1000, as shown in Figure 2. For 
convenience, the same information is regularly extracted from the DIRAC Portal and displayed on a 
summary page listing all CEs [28]. 

It should be noted that LHCb relies only on the information published in the BDII (and re-published on 
LHCb DIRAC) for what concerns the capacities installed and available at sites. REBUS is also used in 
LHCb, but only for obtaining the pledged resources at the various sites. REBUS information is typically 
used as-is and without further processing, except for Tier-2 pledges, where the total pledge for a 
country without a single federation can only be obtained by computing the sum of all individual 
federations within that country (e.g. the pledged contribution from France is obtained as the sum of 
the pledges for CPPM-Marseille, GRIF-Paris, LAPP-Annecy and LPC-Clermont-Ferrand).  



 
WLCG Information System Use Cases 

 
 

10 
 

6.2. How is this information obtained from the Information System? 
The BDII information is gathered by the DIRAC CE2CSAgent [29]. One instance of this agent runs on 
one node of the LHCb DIRAC infrastructure and is configured to query the BDII every 12 hours. The 
CE2CSAgent queries the BDII using ldapsearch [30] to get the following GLUE1 attributes of each CE:  

• GlueCECapability 
• GlueCEImplementationName 
• GlueCEPolicyMaxCPUTime 
• GlueCEStateRunningJobs 
• GlueCEStateStatus 
• GlueCEUniqueID 
• GlueChunkKey 
• GlueClusterUniqueID 
• GlueForeignKey 
• GlueHostApplicationSoftwareRunTimeEnvironment 
• GlueHostArchitecturePlatformType 
• GlueHostBenchmarkSI00 
• GlueHostOperatingSystemName 
• GlueHostOperatingSystemRelease 
• GlueHostOperatingSystemVersion 
• GlueSEAccessProtocolType 
• GlueSESizeFree 
• GlueSEUniqueID 
• GlueSEUniqueID 
• GlueSiteLatitude 
• GlueSiteLocation 
• GlueSiteLongitude 
• GlueSiteSysAdminContact 
• GlueSiteUniqueID 
• GlueSiteUniqueID 
• GlueSubClusterWNTmpDir 
• GlueVOInfoPath 

In particular, the following GLUE1 attributes are the most relevant to the calculation of queue lengths 
and job submission in the LHCb DIRAC framework: 

• GlueCEPolicyMaxCPUTime for the Max CPU Time  
• GlueHostBenchmarkSI00 and GlueCECapability.CPUScalingReferenceSI00 for the CPU Scaling 

Reference 
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Figure 2. CE queue information as displayed in the LHCb DIRAC Portal [27] 

7. SAM 
7.1.  Which information is needed from the Information System? 
There are two aspects to be considered: SAM test submission framework and SAM3 (availability 
calculation engine and UI).  They both extract information about the set of services to be tested and 
evaluated from the VOFeed, which in its turn takes information from BDII and other sources, as 
explained in the previous sections. 

In addition to the set of services, SAM [21] test submission framework requires the queue name which 
is not currently in the VOfeed (though is planned to be included there) and is being obtained querying 
the BDII. 

7.2. How is this information obtained from the Information System? 
The information is gathered by querying the BDII. It is done during the execution of every test and a 
dedicated SAM BDII instance is used for this purpose. This will go away as soon and the information 
about queues is included in the VOFeed. 

Currently it is done the following way: 
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We first try to match resources using access control rule set to an FQAN that will be used to execute 
the test, e.g.  

ldapsearch -x -H ldap://sam-bdii.cern.ch:2170 -b mds-vo-name=local,o=grid 
"(&(objectClass=GlueCE)(GlueCEStateStatus=Production)(GlueCEInfoHostName=ce-iep-
grid.saske.sk)(GlueCEAccessControlBaseRule=VOMS:/atlas/Role=pilot))” 
 
If this returns no result, then we try to match any resource, with access control set to a VO name, e.g. 

ldapsearch -x -H ldap://sam-bdii.cern.ch:2170 -b mds-vo-name=local,o=grid 
"(&(objectClass=GlueCE)(GlueCEStateStatus=Production)(GlueCEInfoHostName=ce-iep-
grid.saske.sk)(|(GlueCEAccessControlBaseRule=VOMS:/atlas)(GlueCEAccessControlBaseRule=VO:at
las)))” 

8. REBUS 
8.1. Which information is needed from the Information System? 
There are two type of information published in REBUS:  

• Pledges: they are manually reported by the WLCG federations once per year.  
• Capacities: there are two types of capacities:  

o T1 and T2 capacities: used for the WLCG accounting reports [20]. They are pre-filled 
automatically from the accounting portal. In the case of T1, they can be manually 
edited. 

o Site Capacities: they are taken automatically from the information published in the 
BDII.  For OSG sites, HEP-SPEC06 is taken from MyOSG where resource administrators 
enter manually this value.  

8.2. How is this information obtained from the Information System? 
The information is gathered by querying the top-level BDII (lcg-bdii.cern.ch) every hour, and saving 
the objects in a database. The objects queried are: GlueCluster, GlueSubCluster, GlueService, GlueSE, 
GlueSA and GlueCE.  

In total, there are around 50 different attributes being stored, including GlueCEInfoLRMSType, 
GlueCEInfoLRMSVersion, GlueCEImplementationVersion, GlueHostOperatingSystemName, 
GlueHostOperatingSystemRelease, GlueSubClusterLogicalCPUs, GlueSubClusterPhysicalCPUs, 
GlueSESizeFree, GlueSESizeTotal, GlueSETotalNearlineSize, GlueSEType and GlueSETotalOnlineSize. 

9. GFAL2 
9.1. Which information is needed from the Information System? 
GFAL 2 [22] has also a dependency on the BDII: 

• BDII lookups can be disabled in all cases with DBDII:ENABLE=false, or modifying the 
corresponding configuration file (i.e. /etc/gfal2.d/bdii.conf) 

• However, if the BDII lookups are enabled and the SURL is not a full SURL, the BDII will be 
contacted 
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9.2. How is this information obtained from the Information System? 
The information is gathered by querying the top-level BDII (lcg-bdii.cern.ch) using ldapsearch and 
getting the following GLUE 1 attributes: 

• GlueServiceVersion 
• GlueServiceEndpoint 
• GlueServiceType 

10. IT-SDC C5 Report  
10.1. Which information is needed from the Information System? 
IT-SDC group at CERN generates weekly reports that are presented to the CERN IT department every 
Friday in the so called C5 meeting [23]. An example of the report is provided in Figure 3.  

All the installed capacity information by OS, CE type, batch system and storage type is obtained by 
querying the top-level BDII (lcg-bdii.cern.ch). 

10.2. How is this information obtained from the Information System? 
The information is gathered from the REBUS database, which, as mentioned in the previous section, 
reads it from the top-level BDII (lcg-bdii.cern.ch). 

11. WLCG Google Earth Dashboard 
11.1. Which information is needed from the Information System? 
WLCG Google Earth Dashboard [24] relies on the BDII to obtain the site coordinates. 

11.2. How is this information obtained from the Information System? 
The information is gathered by querying the top-level BDII (lcg-bdii.cern.ch) every hour using the 
python equivalent of ldapsearch and getting the following GLUE 1 attributes: GlueSiteUniqueID, 
GlueSiteLatitude and GlueSiteLongitude. 

This information is combined with the coordinates collected from the ALICE LDAP service. 

12. APEL Accounting System 
12.1. Which information is needed from the Information System? 
The standard APEL [25] Usage Record for a job contains two time duration fields CpuDuration, the CPU 
time used by the job, and WallDuration, the elapsed time taken by the job. Both of these are in the 
units reported by the batch system that ran the job. 

The UR also contains Fields to describe the units of time reported: ServiceLevelDescription which is the 
type of benchmark e.g. HEP-SPEC06 and ServiceLevel which is the numeric value of the benchmark. 

When central APEL receives UR from a site it produces a number of summaries by date, VO, User, CE, 
etc. In these summaries as well as the sums of the original CPU and wall clock time numbers there are 
normalised versions obtained by normalising each jobs times by the benchmark and summing. 
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Figure 3 - CERN IT-SDC weekly C5 report 

Most sites publish their accounting data via the APEL client which runs at the site to produce 
accounting usage records and send them (via message brokers) to the central APEL repository. The 
APEL client obtains the HEP-SPEC06 benchmark values for jobs from the BDII values by the site’s CEs 
(or more correctly the CE Subclusters). 

Accounting of OSG sites is done through the Gratia system [32].  Data is extracted from the centrally-
operated OSG Gratia instance and sent to APEL. 

APEL also uses the EGI Message Broker Network to send messages from sites to server. The current 
production message brokers are discovered by querying the BDII.  

12.2. How is this information obtained from the Information System? 
The information is gathered by the APEL client querying the top-level BDII (lcg-bdii.cern.ch) by default 
using ldapsearch. It is also possible to query a site BDII to get the information from the local site. In 
both cases, it gets the following GLUE 1 attributes: 

• If there is a value published for CPUScalingReferenceSI00 then it uses this.  
• If not, then it uses GlueHostBenchmarkSI00.  
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In order to get the information for the message brokers, the top-level BDII (lcg-bdii.cern.ch) is also 
queried [31] and the following GLUE 1 attributes are used: 

• GlueServiceUniqueID 
• GlueServiceEndpoint 
• GlueServiceDataValue 

13. Gridpp Sites 
Sites belonging to the GridPP computing infrastructure [33] have also provided input that is considered 
relevant for the scope of this document.  

• The Information System is considered useful for service discovery. It is queried by minor VO 
managers and users, especially using the lcg-infosites command.  

• The Information System has proven to be useful during migration campaigns.  
• Even if LHC VOs decide not to use it anymore, it will still be deployed by sites for non LHC VOs. 
• In many cases, sys admins and smaller VOs managers hold multiple roles, so they are both 

consumers and providers of the Information System. 
• The Information System contains too much information that is not used.  
• Storage information in the Information System is more reliable than the one provided by the 

Computing Elements and it is in fact used by other tools.  
• Supporting both GLUE 1 and GLUE 2 is a burden for sites and the motivation or benefits for 

doing this are not clear.  
• It is not clear how the Information System will integrate future technologies such as cloud 

resources. 
• It is useful to have WLCG information provided by one single service since this makes it easier 

to find it. On the other hand, there are objections about having everything in the BDII. 
Different types of unrelated information are mixed, e.g. Endpoint for service discovery vs 
Average HEP-SPEC06 values, static vs dynamic, etc. 

• The maintenance of the static LDIF files and of the dynamic information providers without a 
configuration tool is painful. It is still labor intensive due to the size of the required LDIF files. 
Moreover, the existing code is not well documented and it is difficult to understand exactly 
which parts are the ones creating the LDIF files. 

• Sites can’t benefit of concepts like GLUE 1.3 subclusters, since there are no clients able to use 
them.  
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