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•	Photons	and	dileptons are	good	probes	to	understand	space-time	
evolution	of	matter	produced	in	heavy	ion	collisions.
•	The	PHENIX	experiment	has	measured	and	published	spectra	of	low-
momentum	direct-photons:

- Through	virtual	photon	emission	in	p+p,	d+Au,	and	Au+Au at	
200	GeV	[1,	2]

- Through	external	conversions	in	Au+Au at	200	GeV	[3]
•	Direct	photon	measurement	in	Cu+Cu at	200	GeV can	help	to	
understand	the	system	size	dependence	of	direct	photon	production	in	
heavy	ion	collisions.

•	Direct	photons	are	a	good	probe	to	determine	the	
space-time	evolution	of	the	matter	produced	in	heavy-
ion	collisions.
•	Direct	photon	spectra	from	Cu+Cu are	obtained	for	
Min.Bias (0	– 94%)	and	0	– 40%	centrality.
•	Inverse	slopes	and	integrated	yields	measured	in	
Cu+Cu collisions	are	consistent	with	those	found	in	
Au+Au collisions	at	similar	Npart.

Electron	identification
Ring-imaging	Cherenkov	detector	(RICH) and	Electro-
magnetic	calorimeter	(EMCal)

Momentum	Measurement
Drift	chamber	(DC)

Centrality,	z-vertex,	and	reaction	plane
Beam-Beam	Counter

Motivation

Virtual	direct	photon

The	PHENIX	experiment Simulations Summary	and	Outlook

Background	estimation

Direct	photon	spectrum

The	combinatorial	background	is	evaluated	by	the	mixed-event	
method.	So	called	“cross	pairs”	that	originate	decays	of	π0 and	η
simulated	with	EXODUS.	“Jet	pairs”	that	are	produced	by	two	
electrons	in	a	jet	or	back-to-back	jets	are	simulated	with	
PYTHIA8.	The	normalization	of	all	backgrounds	are	determined	
with	a	4-component	fit	to	the	like-sign	mass	e+e- distribution.
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a corresponding electron pair contribution that behaves like
1/mee in the same pT bin. Therefore, the real direct photon
production can be determined from the yield of the excess
electron pairs.

For Dalitz decays, the 1/mee behavior is truncated by the
kinematic limit and S(mee) becomes zero for mee > mh, where
mh is the mass of the hadron. The functional form of S(mee)
for Dalitz decays is given by Eq. (B10) in Appendix B. In
contrast, the factor S(mee, q) for the direct photon process is
unity for pT ≫ mee. We exploit this difference to separate
the direct photon signal from the hadronic background. Since
80% of the hadronic photons are from π0 Dalitz decays, the
signal-to-background (S/B) ratio for the direct photon signal
improves by a factor of five for mee > mπ0 ≈ 0.135 GeV/c2,
thereby allowing a real direct photon signal that is 10% of
the yield of hadronic decay photons to be observed as a 50%
excess of e+e− pairs for this mass range.

Figure 30 shows a visible excess above the π0 cutoff for all
pT bins of the Au+Au data. For pT > 1 GeV/c, the excess
is almost a constant factor above the cocktail. As we examine
later the mass distribution for pT > 1 GeV/c is consistent with
the 1/mee shape expected for the electron pairs from internal
conversion of virtual direct photons.

In the following we assume the excess for pT > 1 GeV/c
and mee < 0.3 GeV/c2 is entirely due to internal conversion of
virtual direct photons and deduce the real direct photon yield
from the e+e− pair yield using Eq. (31). We demonstrate the
validity of this assumption later. Although the data are consis-
tent with 1/mee over a wider mass range (mee ∼ 0.7 GeV/c2),
we limit our analysis for 0.1 < mee < 0.3 GeV/c2. We
do so in order (i) to ensure the condition mee ≪ pT for
the lowest pT bin (1.0 < pT < 1.5 GeV/c), (ii) to keep the
correction factor S(M,q) close to unity, and (iii) to minimize
uncertainty due to cc̄. In this kinematic range, the contribution
of cc̄ → e+e−, estimated by PYTHIA, is less than 5% of the
excess.

In order to quantify the excess, we fit a two-component
function,

f (mee; r) = (1 − r)fc(mee) + rfdir(mee) (34)

to the mass distribution. Here fc(mee) is the shape of the
cocktail mass distribution (shown in Fig. 30), fdir(mee) is the
expected shape of the virtual direct photon internal conversion
mass distribution, and r is the only fit parameter. In the
low-mass region used for the fit, the functional form of fc(mee)
is the sum of Dalitz decay mass distributions of hadrons
[Eq. (B8)–Eq. (B10)] filtered through the PHENIX acceptance
and smeared by the detector effects. It is calculated by a Monte
Carlo simulation that takes into account detector effects such
as finite mass resolution. The functional form of fdir(mee)
corresponds to Eq. (31) with S(mee) = 1. It is also filtered
through the PHENIX acceptance and smeared by detector
effects.

Both fc(mee) and fdir(mee) are separately normalized to
the data for mee < 30 MeV/c2. In this mass region S(mee) of
π0 Dalitz decays is very close to unity. Thus the functional
shapes of fc and fdir are essentially identical and equal to
L(mee)/mee smeared by the detector effects. This means that
the fit function f (mee; r) in this mass range is independent of
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FIG. 31. (Color online) Electron pair mass distribution for
Au+Au (Min.Bias) events for 1.0 < pT < 1.5 GeV/c. The two-
component fit is explained in the text. The fit range is 0.12 < mee <

0.3 GeV/c2. The dashed (black) curve at greater mee shows f (mee)
outside of the fit range.

the fit parameter r as (1 − r)L(mee)/mee + rL(mee)/mee =
L(mee)/mee. Thus this normalization ensures that the yield of
fit function f (mee; r) is always normalized to that of the data
for mee < 30 MeV/c2. The parameter r can be interpreted as
the direct photon fraction of the inclusive photon yield.

This fitting method has the advantage of canceling most
of the systematic uncertainties of the cocktail normalization
relative to the data. The PHENIX acceptance for electron pairs
with mee < 0.3 GeV/c2 and pT > 1 GeV/c is almost constant,
and its shape can be calculated accurately as a function of
mass. Many systematic effects, such as electron identification
efficiency, detector dead area, etc., can influence the absolute
value of the acceptance but not its shape.

For each pT bin, f (mee) is fit to the data for several mass
ranges with r the only fit parameter. Figure 31 shows fdir(mee)
and fc(mee) together with the fit result for Au+Au Min.Bias
data for 1.0 < pT < 1.5 GeV/c and the cocktail components.
The dashed curve shows f (mee) extended outside of the fit
range. Although the mass region is not used in the fit, the fit
function describes the data for mee > 0.3 GeV/c2.

The fit shown in Fig. 31 has χ2/NDF = 12.2/6. The
somewhat large χ2 values is due to the large contribution from
the lowest mass bins, where statistical errors are small and
systematic errors due to the detector resolution are significant.
The χ2 value is calculated from the statistical errors only.
The results for the fit range 0.12 < mee < 0.3 GeV/c2 are
summarized in Table X. For pT > 1.5 GeV/c2 the fit gives
good χ2/NDF, demonstrating that the shape of the excess is
consistent with 1/mee as expected for internal conversion.

To evaluate the systematic uncertainty due to the mass
range used for the fit, the fit was repeated for three mass
ranges: 0.08 < mee < 0.3 GeV/c2, 0.1 < mee < 0.3 GeV/c2,
and 0.12 < mee < 0.3 GeV/c2. The value of r is taken as the
average of the results for these three fit ranges.

The sources of systematic uncertainty on the fit include
(a) the fit range, (b) the mass spectrum of the data, and (c)
the cocktail. The sources of the systematic uncertainty on the
mass spectrum relative to the cocktail include (a) uncertainties

034911-32

A. ADARE et al. PHYSICAL REVIEW C 81, 034911 (2010)

 (GeV/c)
T

p
1 2 3 4 5 6 7

)3 c
-2

 (
m

b
 G

eV
3

/d
p

σ3
) 

o
r 

E
d

3 c
-2

(G
eV

3
N

/d
p

3
E

d

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410
4AuAu MB x10

2AuAu 0-20% x10

AuAu 20-40% x10

p+p

FIG. 34. (Color online) Invariant cross section (p+p) and invari-
ant yield (Au+Au) of direct photons as a function of pT . The filled
points are from this analysis and open points are from [81,82]. The
three curves on the p+p data represent NLO pQCD calculations, and
the dashed curves show a modified power-law fit to the p+p data,
scaled by TAA. The dashed (black) curves are exponential plus the
TAA scaled p+p fit.

[App(1 + p2
T /b)−n] as shown by the dashed curve in Fig. 34.

The Au+Au data are above the p+p fit curve scaled by TAA
for pT < 2.5 GeV/c, indicating that the direct photon yield in
the low-pT range increases faster than the binary-scaled p+p
cross section.

We fit an exponential plus the TAA-scaled p+p fit function
[Ae−pT /T + TAA × App(1 + p2

T /b)−n] to the Au+Au data.
The only free parameters in the fit are A and the inverse slope
T of the exponential term. The systematic uncertainties in T
are estimated by changing the p+p fit component and the
Au+Au data points within the systematic uncertainties. The
results of the fits are summarized in Table XII, where A is
converted to dN/dy for pT > 1 GeV/c. For central collisions,
T = 221 ± 19stat ± 19syst MeV. If an unmodified power-law
function (∝ p−n

T ) is used to fit the p+p spectrum, we find
n = 5.40 ± 0.15 and T = 240 ± 21 MeV.

TABLE XII. Summary of the fits to the Au+Au data with the
exponential plus the modified power-law function [Ae−pT/T + B(1 +
p2

T /b)−n] as explained in the text. The first and second errors are
statistical and systematic, respectively.

Centrality dN/dy (pT > 1 GeV/c) T (MeV) χ 2/NDF

0–20% 1.50 ± 0.23 ± 0.35 221 ± 19 ± 19 4.7/4
20–40% 0.65 ± 0.08 ± 0.15 217 ± 18 ± 16 5.0/4
Min.Bias 0.49 ± 0.05 ± 0.11 233 ± 14 ± 19 3.2/4
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FIG. 35. (Color online) The e+e− pair invariant mass distribu-
tions in minimum bias Au+Au collisions for the low-pT range. The
solid curves represent the cocktail of hadronic sources (see Sec. IV)
and include contribution from charm calculated by PYTHIA using the
cross section from Ref. [48] scaled by Ncoll.

F. Dependence of low-mass excess

The shape of the enhancement in Au+Au data in
LMR II (low mass, low pT ) differs substantially from that
in LMR I (low mass, high pT ), where it behaves like 1/mee

and is consistent with internal conversion of direct photons.
In LMR II, the enhancement is larger, as seen in the two
lowest-pT bins of Fig. 30. For these bins, no excess is observed
in the p+p data. In the lowest-pT bin the enhancement in
the Au+Au data is approximately a factor of five above the
expectations from the cocktail. The data are significantly above
the cocktail up to mee = 1 GeV/c2, reaching their maximum
around mee ≃ 0.4 GeV/c2.

Figure 35 shows the mass distribution in three pT bins (0.4–
0.6, 0.6–0.8, and 0.8–1.0 GeV/c) in the LMR and a possible
transition from 1/mee behavior at higher pT (LMR I) to much
larger enhancement at lower pT (LMR II). For the highest pT

bin (0.8–1.0 GeV/c) the excess is approximately a constant
factor above the cocktail. This means that the mass spectrum is
still close to 1/mee expected for internal conversion. The large
enhancement seems to appear for the next pT (0.6–0.8 GeV/c)
bin. For the lowest-pT bin the shape appears to differ from the
1/mee behavior.

Figure 36 shows R = (data-cocktail)/fdir(mee) for the three
low-pT bins. These ratios are proportional to the S(mee) factor,
and a constant S(mee) leads to a constant ratio R as a function
of mass. While in Fig. 36(a) R is still consistent with a constant
as a function of mass, Figure 36(b) suggests that there is
an enhancement for 0.1 < mee < 0.4, although the statistical
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Data	set	and	selections
Data	set

Cu+Cu collisions	at	√sNN =	200	GeV
collected	during	the	run	in	2005.

Event	selection
Minimum	Bias	trigger	based	on	the	
Beam-Beam	Counters	(BBCs).
An	offline	cut	on	the	vertex	position	is	
applied	|z|	<	25	cm.
The	centrality	classes	are	determined	by	
BBC	charge.

Track	selection	and	eID
Charged	particles	are	reconstructed	
with	the	PHENIX	Drift	Chambers	and	
Pad	Chambers.	Electrons	are	identified	
using	EMCal and	the	RICH.
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EXODUS
EXODUS	is	a	phenomenological	event	
generator,	which	simulates	the	phase-space	
distribution	of	e+e- pairs	from	hadron	decays.

PYTHIA8
PYTHIA8	is	used	to	calculate	correlated	e+e-
pairs	from	jets	and	to	estimate	the	e+e- pair	
contribution	from	ccbar production.	PYTHIA8	is	
used	with	the	CTEQ	5L	parton distribution	
function.

Particles	generated	EXODUS/PYTHIA8	are	
passed	through	the	PHENIX	GEANT	simulator.

Virtual	direct	photons	(e+e- pairs)	are	
measured	as	an	excess	compared	to	
hadronic cocktail	after	subtracting	
uncorrelated	and	correlated	backgrounds.
Above	the	π0 mass	the	excess	is	clearly	
visible.	The	excess	is	quantified	with	a	
two-component	fit.

Here	fc is	the	shape	of	the	cocktail,	and	fdir
is	the	expected	shape	from	the	virtual	
direct	photons.

Dielectron mass	distribution	
with	cocktail	comparison	for	
Au+Au (MB)	events	for	
1.0<pT<1.5	GeV/c	[1].

f mee;r( ) = 1− r( ) fc mee( )+ rfdir mee( )

Hadronic cocktail
Electron	pairs	from	hadronic decays	are	simulated	using	EXODUS.	
The	input	pT spectrum	for	π0 meson	is	parameterized	by	a	
modified	Hagedorn function	fitted	to	PHENIX	data	from	Cu+Cu
collisions.	All	other	mesons	spectra	are	determined	via	mT
scaling	using	measured	meson	to	π0 ratios.

Decay	photon	spectrum

Open	heavy	flavor
ccbar contribution:	
e+e- pair	from	
PYTHIA8	simulation	
normalized	to	the	
measured	ccbar
cross	section	and	
scaled	with	Ncoll [4].
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FIG. 7. (Color online) Direct photon pT spectra for minimum-
bias Au + Au collisions from this measurement (solid symbols) and
Au + Au and p + p collisions (open symbols). (Open circles and up-
triangles) Low pT spectrum obtained with virtual photons in p + p

and Au + Au [2]; (open squares and down-triangles) spectrum of
real photons, measured in the EMCal in p + p. Open squares are
2003 data [35]; open down-triangles are 2006 data [36]. (Open stars)
Spectrum with real photons, measured in the EMCal in Au + Au in
2004 [37]. The dashed line is a fit to the combined set of p + p data,
extrapolated below 1 GeV/c, and the solid line the p + p fit scaled
with the number of minimum-bias Au + Au collisions. Bands around
lines denote 1σ uncertainty intervals in the parametrizations of the
p + p data and the uncertainty in Ncoll, added in quadrature.

were γ hadron is the invariant yield of photons from hadron
decays, which we calculate from measured charged and neutral
pion spectra, as described above. At this point a systematic
uncertainty of 10% on the shape of the input π0 distribution
for the generator needs to be included [27] [this mostly cancels
in the denominator of Rγ , but no longer cancels in Eq. (4)]. The
measurement was cross-checked and found consistent with the
direct photon spectrum calculated using the fully corrected
measured inclusive photon spectrum [27] via the relation
γ direct = (1 − 1/Rγ )γ incl, which has much larger systematic
uncertainties because the conversion probability, the e+e− pair
efficiency, and acceptance do not cancel.

Figure 7 shows the direct photon pT spectra for mini-
mum bias and our previously published Au + Au data from
Refs. [2,37]. Also shown are the p + p photon data from
PHENIX. The lowest pT points (open circles) come from a
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FIG. 8. (Color online) Direct photon pT spectra in centrality bins
0%–20%, 20%–40%, 40%–60%, and 60%–92%. Widths of filled
boxes indicate bin widths in this analysis. The green bands show a
Ncoll-scaled modified power-law fit to the PHENIX p + p data and
its extrapolation below 1 GeV/c; cf. Fig. 7. One-sided errors denote
1σ upper limits; other uncertainties are as in Fig. 7.

virtual photon measurement [2], while the open squares and
open triangles are from the analysis of the 2003 [35] and
2006 [36] data sets, respectively. The dashed curve is the joint
fit to the p + p data with a functional form a(1 + pT

2

b
)c. This

shape was used in Ref. [2]. Including new data in the fit [36],
we find parameters a = (8.3 ± 7.5) × 10−3, b = 2.26 ± 0.78,
and c = −3.45 ± 0.08. Note that the systematic uncertainties
are highly correlated. Also, the lowest actual data point in the
fit is at pT = 1 GeV/c.

The solid curve in Fig. 7 is the p + p fit scaled by the
corresponding average number of binary collisions, Npart, for
minimum-bias collisions, as calculated from a Glauber Monte
Carlo simulation [38]. Below pT = 3 GeV/c, an enhancement
above the expected prompt production (p + p) is observed.
The enhancement has a significantly smaller inverse slope than
the Ncoll scaled p + p contribution.

Figure 8 shows that we observe similar behavior when
investigating the centrality dependence in more detail. The
solid curves are again the p + p fit scaled by the respective
number of binary collisions, and they deviate significantly
from the measured yields below 3 GeV/c.

Finally the direct photon contribution from prompt pro-
cesses (as estimated by the Ncoll scaled p + p direct photon
yield, shown by the curve in Fig. 8) is subtracted to isolate

064904-8

0 1 2 3 4 5
-610

-510

-410

-310

-210

-110

1
 + X,  |y|<0.35γ →Cu+Cu 

 = 200 GeV,NNs 0 - 94%

Direct photons
) + power-law fiteffT/

T
pexp(-A

 fitpp-scaled AAT
50(syst) MeV±49(stat)± = 288effT

]
-2 )c

 [(
G

eV
/

yd
Tpd
N2 d

 
Tpπ2

1

]c [GeV/
T
p

PH ENIX
preliminary

0 1 2 3 4 5
-610

-510

-410

-310

-210

-110

1
 + X,  |y|<0.35γ →Cu+Cu 

 = 200 GeV,NNs 0 - 40%

Direct photons
) + power-law fiteffT/

T
pexp(-A

 fitpp-scaled AAT
52(syst) MeV±61(stat)± = 332effT

]
-2 )c

 [(
G

eV
/

yd
Tpd
N2 d

 
Tpπ2

1

]c [GeV/
T
p

PH ENIX
preliminary

10 210
-310

-210

-110

1

10
, |y|<0.35γ - prompt γDirect 

c > 1.0 GeV/
T
p
Cu+Cu 200 GeV
Au+Au 200 GeV (PRC 91, 064904)

 (Au+Au data fit)α
partAN

ydNd

partN

PH ENIX
preliminary

Integrated	yield	of	thermal	photons

Direct	photon	spectra	from	Cu+Cu at	200	GeV.	The	black	makers	represent	the	
measured	direct	photons,	the	red	lines	are	fits	(exponential	+	p+p)	to	the	data,	and	the	
blue	lines	are	fits	to	p+p data	scaled	by	the	nuclear	overlap	function	TAA representing	
the	expected	yield	from	pQCD process.	A	±1σ	error	band	is	shown.	An	enhancement	
above	the	expected	yield	is	observed	in	both	of	Min.Bias and	central	collisions.

Integrated	yield	of	“excess	
photons”	are	calculated	as	a	
function	of	Npart.
Direct	photons	from	prompt	
process	are	subtracted	to	obtain	
the	excess	photons.
The	results	is	shown	with	published	
Au+Au results.
The	Au+Au yield	increases	with	
ANpart

αwhere	A is	7.70×10-4	and	α
is	1.35.	The	Cu+Cu results	are	
consistent	with	Au+Au results.
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contrast, for small quark masses the decay products will be
boosted along the momenta of the parent quarks and thus their
correlation will closely reflect the correlations between the
parent quarks.

The differences between the acceptance for e+e− pairs from
charm and bottom production are documented in Tables IV
to VII. While only 1 out of 500 e+e− pairs from charm
production is accepted in PHENIX, 1 out of 120 pairs from
bottom production is accepted. This can be compared to
the limiting case of very large quark masses, for which
the direction of the decay e+ and e− are independent and
approximately 1 of 80 e+e− pairs will fall into the PHENIX
acceptance. The acceptance for e+e− pairs from bb̄ is only 30%
different from this limiting case, while for cc̄ the deviation is
more than a factor of five. This suggests that the acceptance
for pairs from bb̄ is driven mostly by decay kinematics and
thus depends only a little on the correlation between the b and
b̄. Consequently, the model dependence must be much smaller
for bb̄ than for cc̄.

Comparing PYTHIA and MC@NLO in Tables V and VII
shows that, indeed, the difference between the acceptance
calculated with PYTHIA and MC@NLO is much smaller for bb̄
than for cc̄ pairs. For bottom production the difference is about
5%, while in the charm case the acceptance is different by a
factor of 1.2, which increases to 2.2 if one restricts the mass
range to above 1.16 GeV/c2. Most of this model dependence
is already apparent when going from 4π to a restricted
rapidity coverage of "y = 1 for e+ and e− and does not
significantly increase when restricting to the smaller PHENIX
aperture.

The correlations of the q and q̄ are very different in PYTHIA
and MC@NLO. While in MC@NLO the correlation is due to
including NLO terms explicitly in the pQCD calculation, in
the first-order PYTHIA calculation the correlation is largely
determined by the specific implementation of intrinsic trans-
verse momentum (kT ). While both models predict similar
momentum distributions for the individual q and q̄, the
opening-angle distributions for the qq̄ pairs are different and
thus the mass distributions in 4π differ substantially. These
differences decrease upon selecting decay e+e− pairs that fall
in the PHENIX acceptance, so the shape of the mass and
pT distributions from the two models are quite similar. Thus
in the PHENIX acceptance, the model differences in the qq̄
correlations surface mostly through different fractions of e+e−

pairs that fall in the acceptance.
For bb̄ pairs the decay kinematics have a different effect

than for cc̄. About 50% of the e+e− pairs from bb̄ production
involve only the decay of the b or b̄ quark through the decay
chain (3c) from Table II and thus are a priori insensitive to the
opening angle of the bb̄ pair.

Since more than 90% of the B mesons have momenta
much smaller than their mass, the decay electron is less
likely to move in the same direction as the parent meson.
Consequently, the correlation between e+ and e− from decays
of b and b̄ through decay chains (1b) and (2b) in Table II
is smeared. The fraction of e+e− pairs in our acceptance
from bb̄ is much less sensitive to the correlations between
the b and b̄. We tested this conclusion by randomizing the
correlation between b and b̄ and found that the acceptance

remains unchanged for bb̄ while there is a significant difference
for cc̄.

Since the acceptance of e+e− pairs from bb̄ is mostly
driven by decay kinematics and not by the model-dependent
production mechanism, the fraction of e+e− pairs must also be
less sensitive to any cold-nuclear-matter effects that alter the
b or b̄ after they are produced. For the lighter cc̄ quarks, the
sensitivity to the opening angle between the c and c̄ is much
larger, implying larger model dependence and consequently
cold-nuclear-matter effects may have a larger influence on the
distribution of dielectrons from cc̄. The results obtained in
this analysis seem also insensitive to nuclear modifications of
the parton-distribution function; when using EPS09 [44] for
the MC@NLO or PYTHIA calculation the acceptance factor for
e+e− pairs from bb̄ and cc̄ production change by less than
5%.

The simulated e+e− pairs are folded with the experimental
momentum resolution as well as with the energy loss due to
bremsstrahlung. As a result we obtain the double-differential
e+e−-pair yield for the expected sources that can be directly
compared to the measured yield. All components are abso-
lutely normalized, except for the heavy-flavor contributions,
which are used to determine the bottom and charm cross

FIG. 6. (Color online) Top panel compares the mass dependence
of e+e−-pair yield with PYTHIA and MC@NLO calculations. The
bottom panel shows the comparison for the pT dependence. The gray
panel shown in top panel is not used in the fitting and is excluded in
the pT projection.
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The	direct	photon	spectrum	is	calculated	from	the	
decay	photon	spectrum	and	the	direct	photon	
fraction	rγ.	

γdir =	rγ/(1	- rγ)	γdecay
The	decay	photon	spectrum	is	obtained	from	the	
same	EXODUS	simulation	used	to	determine	the	e+e-
pair	spectrum	from	hadron	decays.
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