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Figure 1. Left: Cosmic rays flux (scaled by ECR2.5) as a function of CR energy (equivalent c.m. energies for
various colliders are shown on the top axis) [11]. Right: Schematic “microscopic” view of an extensive air shower
produced by an ultrarelativistic cosmic ray (proton or Fe-ion) colliding with a nucleus in the upper atmosphere.

(EAS, Fig. 1 right) –such as the shower peak position Xmax, and the number of electrons and muons
on ground Ne,µ– to Monte Carlo (MC) hadronic simulations: epos [5, 6], qgsjet01 [7], qgsjet-II [8]
and sibyll [9]. The dominant source of uncertainty in the interpretation of the EAS data stems
from our limitations to model particle production in strongly-interacting systems at c.m. energies up
to √sGZK ≈ 400TeV, i.e. more than two orders of magnitude higher than those studied at particle
colliders before the LHC. Indeed, even at asymptotically high energies the collision between two
hadronic objects is sensitive to non-perturbative (hadronization, beam remnants, soft peripheral
diffractive scatterings) as well as semihard (saturation of gluon densities, multiparton interactions)
dynamics that need to be directly constrained from experimental data [10].

The LHC has extended by more than a factor of three the c.m. energies for which we have direct
p-p measurements available, going beyond the “knee” structure of the CR spectrum at ECR≈ 1015.5 eV
(Fig. 1, left). The following LHC inclusive observables are sensitive to the non-perturbative and
semihard QCD dynamics implemented in hadronic MCs commonly used in UHECR physics:
• Inelastic p-p cross section σinel. Hadronic cross sections are not directly computable from the
QCD Lagrangian1, but are constrained by basic quantum mechanical relations (such as the Froisart
bound, the optical theorem, and dispersion relations) which can be combined with experimental
data to make predictions. The measured inelastic p-p cross section, σinel(visible) = 73 (60) ± 2 mb
at
√
s = 7 TeV [13–16], was mostly overpredicted by the MCs (Fig. 2, left), which tended to over

(under) estimate the diffractive contributions at high (low) masses. The measured value of σinel
at the LHC implies a reduced σinel(p-Air) cross section and subsequently a deeper Xmax shower
position of UHECR.
• Pseudorapidity density of charged particles at midrapidity dNch/dη|η=0 and event-by-event distri-
bution of the charged particle multiplicity P(Nch). At LHC energies about 70% of the produced
1Although the possibility of using lattice QCD calculations [12] one day, should not be discarded.
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What do cosmic
rays consist of?
What particles 
do they have?

Primary cosmic
rays, the cosmic
rays coming from
outer space, are
mostly protons.

primary
cosmic rays

They collide with
the Earth‛s
atmosphere and
decay into secondary
cosmic rays.

I have got it!
Cosmic rays on the
Earth‛s surface are
tiny particles produced
by energetic protons.

P

pion

muon

gamma
ray

electron

secondary
cosmic rays
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Ultra High Energy Cosmic Rays
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Studying the properties of primary High Energy 
Cosmic Rays based on observation of EAS 

+ 
MC Simulation to describe hadronic 
interaction with atmosphere

Energy, mass composition, direction 
—> source of primary cosmic rays 
—> origin of the universe (final goal)

• It is impossible to directly* measure cosmic rays properties 
above 1014eV, but possible indirectly using the cascade 
shower of daughter particles, Extensive Air-Shower (EAS). 

• Dependence of EAS on a mass composition and energy of 
cosmic rays is used for PID and energy reconstruction.
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Predictions for depth of shower maximum
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Observation of UHECR
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Cosmic ray observation
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ima for showers with similar energy contains the maximum infor-
mation about composition that can be obtained from fluorescence
detectors. Given enough statistics and an exact knowledge of the
expected distributions for different primaries, it should be possible
to extract composition groups (see e.g. [150]) similar to what is
done for surface detectors. In the following, however, we will con-
centrate on the first two moments of the Xmax-distribution, hXmaxi
and r(Xmax).

For the determination of the average shower maximum, exper-
iments bin the recorded events in energy and calculate the mean of
the measured shower maxima. For this averaging not all events are
used, but only those that fulfill certain quality requirements that
vary from experiment to experiment, but all analyses accept only
profiles for which the shower maximum had been observed within
the field of view of the experiment. Without this condition, one
would rely only on the rising or falling edge of the profile to deter-
mine its maximum, which was found to be to unreliable to obtain
the precise location of the shower maximum. The field of view of
fluorescence telescopes is typically limited to 1–30 degrees in ele-
vation. Therefore some slant depths can only be detected with
smaller efficiencies than others, resulting in a distortion of the
measured Xmax-distribution due to undersampling in the tails of
the distribution [151,152]. For instance, a detector located at a
height corresponding to 800 g/cm2 vertical depth cannot detect

shower maxima deeper than 800, 924 and 1600 g/cm2 for showers
with zenith angles of 0, 30 and 60 degrees respectively. On top of
this acceptance bias an additional reconstruction bias may be pres-
ent that can further distort the measured hXmaxi-values.

There are two ways to deal with such biases: if one is only inter-
ested in comparing the data to air shower simulations for different
primary particles, then the biased data can be simply compared to
air shower predictions that include the experimental distortions.
For this purpose the full measurement process has to be simulated
including the attenuation in the atmosphere, detector response
and reconstruction to obtain a prediction of the observed average
shower maximum, hXmaxiobs. Another possibility is to restrict the
data sample to shower geometries for which the acceptance bias
is small (e.g. by discarding vertical showers) and to correct the
remaining reconstruction effects to obtain an unbiased measure-
ment of hXmaxi in the atmosphere.

Whereas the former approach maximizes the data statistics, the
latter allows the direct comparison of published data to air shower
simulations even for models that were not developed at the time of
publication. Moreover, only measurements that are independent of
the detector-specific distortions due to acceptance and reconstruc-
tion can be compared directly.

The HiRes and TA collaborations follow the strategy to publish
hXmaxiobs [130,132] and to compare it to the detector-folded air
shower simulations. In the HiRes analysis the cuts were optimized
to assure an Xmax-bias that is constant with energy, but different
for different primaries and hadronic interaction models. The preli-
minary TA analysis uses only minimal cuts resulting in energy
dependent detection biases. The Auger collaboration quotes aver-
age shower maxima that are without detector distortions within
the quoted systematic uncertainties [153] due to the use of fiducial
volume cuts. Yakutsk derives Xmax indirectly using a relation be-
tween the slope of the Cherenkov-LDF and height of the shower
maximum (cf. Section 3.2). This relation is derived from air shower
simulations and is universal with respect to the primary particle
and hadronic interaction models [154]. We will therefore assume
in the following, that the the Yakutsk measurement is bias-free
and that it can be compared to air shower simulations directly.

To allow a comparison of the results of these experiments and
moreover to calculate hlnAi using the EPOS model (cf. Section 3.4)
which was not used in some of the original publications, we correct
the hXmaxiobs-values of HiRes and TA by shifting them by an
amount D which we infer from the difference of the published
hXmaxiobs-values for proton, QGSJETII to the simulated values that
are obtained without detector distortions:
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Figure 1. Left: Cosmic rays flux (scaled by ECR2.5) as a function of CR energy (equivalent c.m. energies for
various colliders are shown on the top axis) [11]. Right: Schematic “microscopic” view of an extensive air shower
produced by an ultrarelativistic cosmic ray (proton or Fe-ion) colliding with a nucleus in the upper atmosphere.

(EAS, Fig. 1 right) –such as the shower peak position Xmax, and the number of electrons and muons
on ground Ne,µ– to Monte Carlo (MC) hadronic simulations: epos [5, 6], qgsjet01 [7], qgsjet-II [8]
and sibyll [9]. The dominant source of uncertainty in the interpretation of the EAS data stems
from our limitations to model particle production in strongly-interacting systems at c.m. energies up
to √sGZK ≈ 400TeV, i.e. more than two orders of magnitude higher than those studied at particle
colliders before the LHC. Indeed, even at asymptotically high energies the collision between two
hadronic objects is sensitive to non-perturbative (hadronization, beam remnants, soft peripheral
diffractive scatterings) as well as semihard (saturation of gluon densities, multiparton interactions)
dynamics that need to be directly constrained from experimental data [10].

The LHC has extended by more than a factor of three the c.m. energies for which we have direct
p-p measurements available, going beyond the “knee” structure of the CR spectrum at ECR≈ 1015.5 eV
(Fig. 1, left). The following LHC inclusive observables are sensitive to the non-perturbative and
semihard QCD dynamics implemented in hadronic MCs commonly used in UHECR physics:
• Inelastic p-p cross section σinel. Hadronic cross sections are not directly computable from the
QCD Lagrangian1, but are constrained by basic quantum mechanical relations (such as the Froisart
bound, the optical theorem, and dispersion relations) which can be combined with experimental
data to make predictions. The measured inelastic p-p cross section, σinel(visible) = 73 (60) ± 2 mb
at
√
s = 7 TeV [13–16], was mostly overpredicted by the MCs (Fig. 2, left), which tended to over

(under) estimate the diffractive contributions at high (low) masses. The measured value of σinel
at the LHC implies a reduced σinel(p-Air) cross section and subsequently a deeper Xmax shower
position of UHECR.
• Pseudorapidity density of charged particles at midrapidity dNch/dη|η=0 and event-by-event distri-
bution of the charged particle multiplicity P(Nch). At LHC energies about 70% of the produced
1Although the possibility of using lattice QCD calculations [12] one day, should not be discarded.

(Pierog 2013, 2014)
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HECR Physics at LHC: LHCf Physics
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In addition: p-Pb collision at 5.02 TeV to study nuclear effect

Model-originated uncertainties or even discrepancies

 
5Extrapolation to 
high energy precise 
measurements in lower 
energies are crucial

4Nuclear effects


p-p + p-Pb

p-Pb

LHCf —>use LHC 
6.5 TeV+6.5 TeV      ⇒ Elab=9*1016 eV 
3.5 TeV+3.5 TeV      ⇒ Elab=2.6*1016 eV 
450 GeV+450 GeV ⇒ Elab=2*1014 eV 

to calibrate MCs

Energy 
– ESD > EFD : 
discrepancy 
– missing energy (μ,ν) 
in FD : uncertainty 
Mass 
– Mass vs. Xmax in FD: 
uncertainty 
– Mass vs. e/μ or μ 
excess in SD : 
discrepancy
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LHC Phase space coverage
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Challenge of limited phase space coverage
Relevance of Collider Experiments

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.

ralf.ulrich@kit.edu UHECR and their interactions 17
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+ LHC phase space coverage 

From R. Orava 

We may profit (and we are profiting) of the very broad coverage! 
Dedicated forward detectors for a better measurement of the energy flow 
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We are profiting of the broad coverage  
but more than 50% of the shower from η>8 
Dedicated fwd experiments crucial!
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Example: generic LHC detector coverage
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More than 50% of all measured secondaries from particles of η > 8
(Ulrich, DPG meeting 2014)
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Two independent electromagnetic 
calorimeters equipped with position 
sensitive layers, on both sides of IP1 

7 TeV + 7 TeV proton collisions at LHC 
correspond to ELAB = 1017 eV

ATLAS / LHCf 
LHCb 

CMS / TOTEM 

ALICE 

LHCf 

The LHC-forward experiment

9

 Measure energy and position 
for |η|>8 of γ from π0 decays 
and neutrons produced in pp 
interaction at LHC 

 International Collaboration 
mainly Japan-Italy (about 30 
members)
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Experimental Set-up
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INTERACTION POINT 
 

IP1 (ATLAS) 

Detector II 
Tungsten 

Scintillator 
Silicon µstrips 

Detector I 
Tungsten 

Scintillator 
Scintillating fibers 

140 m 140 m 

n π0 

γ 

γ 
8 cm 6 cm 

Front Counter Front Counter 
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Fig. 20. Invariant mass distribution measured by the Arm1 (left) and Arm2 (right) detectors
near the π0 mass.
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Fig. 21. Energy and invariant mass of the photon pair for Arm1 (left) and Arm2 (right).

events associated with both crossing and non-crossing bunches and the spectra
are extracted separately. The photon spectra normalized with the beam intensity
are shown in Fig.23. It is found that at maximum 10% and <1% of beam-gas
contamination exist in the 900 GeV and 7 TeV collision data, respectively.

4.2. Dose in the towers

During the 2010 operation, the delivered luminosity at IP1 was estimated to be
350 nb−1. According to a MARS calculation 19 when the TAN slot is filled by the
copper bars instead of the LHCf detectors, the radiation dose is 180MGy in 180 days

Mγγ~Mπ0
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A brief LHCf photo-history

!  May 2004 LOI  

 

!  Feb 2006 TDR 

 

!  June 2006 LHCC 
approved  

Jan 2008  
Installation 
Sept  
1st LHC beam 

Aug 2007 
 SPS beam test 

Jul 2006 
 construction 

Dec- Jul 2010 
 0.9TeV& 7TeV pp 
Detector removal  

Dec 2012- Feb 2013 
5TeV/n pPb, 2.76TeVpp 
(Arm2 only)  
Detector removal  

May-June 2015 
13 TeV dedicated pp 
Detector removal  
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Figure 3: Measured Arm1 energy spectra of neutron-like events together with MC predictions. Left panel shows the results for the small tower,
and the center and right panels show the results for the large tower. The vertical bars represent the statistical (they are very small) and systematic
uncertainties except the energy scale and luminosity uncertainties. Colored lines indicate MC predictions by EPOS 1.99 (magenta), QGSJET II-03
(blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA 8.145 (yellow).
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Figure 5: Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The hatched areas
show the Arm1 systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty..
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respectively.
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Physics Motivations 
The link between HECR 
Physics and LHC 

The LHCf detectors 
“Il vino buono sta nella 
botte piccola” or “good 
things comes in small 
packages” 

Physics Results 
what we have 
done so far 

Future Plans 
what’s next…
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LHCf Data Taking and 
Analysis matrix 
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Proton E
Photon

(EM shower)
Neutron
(hadron 
shower)

π
(EM shower)

Test beam at 
SPS 

p-p at 

NIM. A 671, 
129–136 
(2012)

JINST 9 
(2014)P03016

p-p at 
900GeV

4.3x10
Phys. Lett. B 
715, 298-303 

(2012)

p-p at 7TeV 2.6x10
Phys. Lett. B 
703, 128–134 

(2011)

New 
Accept PLB 

Phys. Rev. D 86, 
092001 (2012)+ 
Submit. Type II

p-p at 2.76TeV 4.1x10 Phys. Rev. C 89, 
065209 (2014)+ 
Submit. Type IIp-Pb at 5.02TeV 1.3x10

p-p at 13TeV 9.0x10
Data taken in June 2015 dedicated run! 

Analysis activity just started…

Run1

Run2

Run3
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LHCf @ pp 7TeV:  
Single photon spectra MC vs Data
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LHCf @ pp 7 TeV: neutron analysis	



Motivations: 
Inelasticity measurement k=1-pleading/pbeam 
Muon excess at Pierre Auger Observatory 
- cosmic rays experiment measure PCR 

energy from muon number at ground 
and florescence light 

- 20-100% more muons than expected have 
been observed

Motivations; Forward baryons
• Very large difference in neutral 
baryon spectra among the models 
is expected

• Direct measurement of inelasticity
• Muon excess
• Muon excess in CR 
observation is found relative to 
the MC predictions ( +30% 
than MC)

• Forward baryon production is 
important 
[T. Pierog, K. Werner PRL 101, 
171101 (2008)]
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Expected neutron energy spectra
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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[ J.Allen, et al. ICRC2011 Proceedings]

Muon excess measured by Auger 

David Berge (NIKHEF) / 12 Feb 2013 

8 

R.Engel 

Energy from fluorescence light 

/ 
 N

m
u

o
n

s 

Cosmic-ray experiments measure primary 
particle energies via muon numbers on 
ground and fluorescence light 
(electrons/positrons excite nitrogen 
molecules, these de-excite by emitting 
photons). 
 
20-100% more muons measured than 
predicted!  

Number of muons 
depends on the energy 
fraction of produced 
hadron 
Muon excess in data 
even for Fe primary MC 
EPOS predicts more 
muon due to larger 
baryon production

R. Engel

Muon excess measured by Auger 

David Berge (NIKHEF) / 12 Feb 2013 

9 

M.Unger 

 importance of baryon measurement

P.

 Neutron Analysis
Motivations

Inelasticity measurement
k = 1-pleading/pbeam

Muon excess at POA.
(T. Pierog and K. Warner PRL 101, 171101, 2008)

Performance for neutrons

12

Efficiency ~70%

Energy Res. 35-40%

Position Res. a few mm

Details were presented 
by K.Kawade (ID:850) yesterday

Motivations; Forward baryons
• Very large difference in neutral 
baryon spectra among the 
models is expected

• Direct measurement of 
inelasticity

• Muon excess

• Muon excess in CR 
observation is found relative 
to the MC predictions 
( +30% than MC)

• Forward baryon production 
is important 
[T. Pierog, K. Werner PRL 101, 
171101 (2008)]
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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LHCf Arm1 and Arm2 agree with each other within systematic error, in 
which the energy scale uncertainty dominates. 
In η>10.76 huge amount of neutron exists. Only QGSJET2 reproduces the 
LHCf result. 
In other rapidity regions, the LHCf results are enclosed by the variation 
of models.
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Figure 3: Measured Arm1 energy spectra of neutron-like events together with MC predictions. Left panel shows the results for the small tower,
and the center and right panels show the results for the large tower. The vertical bars represent the statistical (they are very small) and systematic
uncertainties except the energy scale and luminosity uncertainties. Colored lines indicate MC predictions by EPOS 1.99 (magenta), QGSJET II-03
(blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA 8.145 (yellow).
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Figure 5: Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The hatched areas
show the Arm1 systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty..
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Figure 6: Comparison of the LHCf results with model predictions at small tower (η > 10.76) and large towers (8.99 < η < 9.22 and 8.81 < η <
8.99). The black markers and gray hatched areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors,
respectively.
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FIG. 5: (color online). Experimental combined pz spectra of the LHCf detector (filled circles) in p+p collisions at
p
s = 7TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)

 [GeV]
T

p
0 0.1 0.2 0.3 0.4

]
-2

 [G
eV

3
/d

p
σ3

 E
d

in
el

σ
1/ 5−10

4−10

3−10

2−10

1−10

1 (e) 9.6 < y < 9.8 [GeV]
T

p

]
-2

 [G
eV

3
/d

p
σ3

 E
d

in
el

σ
1/ 5−10

4−10

3−10

2−10

1−10

1 (a) 8.8 < y < 9.0

=2.76TeVsLHCf 
-1 Ldt=2.36nb∫

LHCf (stat.+syst.)

DPMJET 3.06

QGSJET II-04

SIBYLL 2.1

PYTHIA 8.185

EPOS LHC

 [GeV]
T

p

]
-2

 [G
eV

3
/d

p
σ3

 E
d

in
el

σ
1/

(b) 9.0 < y < 9.2

 [GeV]
T

p

]
-2

 [G
eV

3
/d

p
σ3

 E
d

in
el

σ
1/

(c) 9.2 < y < 9.4

 [GeV]
T

p

]
-2

 [G
eV

3
/d

p
σ3

 E
d

in
el

σ
1/

(d) 9.4 < y < 9.6

FIG. 6: (color online). Experimental pT spectra of the LHCf detector (filled circles) in p + p collisions at
p
s = 2.76TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions from hadronic interaction models
are shown for comparison (see text for details.)

- QGSJETII-04: best agreement 
- EPOS-LHC: harder than data 

- SYBILL: small π0 yield, harder 
spectrum 

- DPMJET and Pythia larger π0 yield 
in the whole rapidity range
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FIG. 4: (color online). Experimental combined pT spectra of the LHCf detector (filled circles) in p+p collisions at
p
s = 7TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)

C. Results in p+ Pb collisions at p
sNN = 5.02TeV

The inclusive ⇡

0 production rate in p+Pb collisions is
given as

1

�

pPb
inel

E

d

3
�

pPb

dp

3
=

1

N

pPb
inel

d

2
N

pPb(pT, ylab)

2⇡pTdpTdylab

=
1

N

pPb
inel

E

d

2
N

pPb(pT, pz)

2⇡pTdpTdpz
, (5)

where �

pPb
inel is the inelastic cross section, Ed

3
�

pPb
/dp

3

is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from N

pPb
inel = �

pPb
inel

R Ldt, assum-
ing the inelastic p+ Pb cross section �

pPb
inel = 2.11 b [66].

The value for �

pPb
inel is derived from the inelastic p + p

cross section �

pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡

0 + p via baryon resonances in UPCs. In fact

LHCf @ pp 7 TeV: π0 pT spectra
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- QGSJETII-04: best 
agreement 

- EPOS-LHC: harder than 
data for large pT 

- SYBILL: good 
agreement only for 
small y
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FIG. 8: (color online). Experimental combined pT spectra of the LHCf detector (filled circles) in p + Pb collisions atp
sNN = 5.02TeV. Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions from hadronic

interaction models are shown for comparison (see text for details.)

compatible hpTi values. The right panel of Fig. 10 shows
the result at �9.2 > ylab > �9.4 in p + Pb collisions atp
sNN = 5.02TeV. Note that the LHCf data pT spectrum

is plotted after subtraction of the UPC component (the
systematic uncertainty in the simulation of UPC events
is taken into account). Both best-fit Gaussian and ther-
modynamic distributions reproduce the LHCf pT spectra
and are also compatible each other.

The second method, hpTi can be simply obtained by
numerically integrating the pT spectra in Fig. 4, 6, and
8. The LHCf data pT spectra in p+Pb collisions have al-
ready the UPC component subtracted. In this approach,
hpTi is calculated only in the rapidity range where the
pT spectrum starts from 0GeV. Although the interval
for the numerical integration is bounded from 0GeV to
the upper pT limit value of the pT spectra, the high-pT
tail at pT � hpTi has a negligible contribution to the
obtained hpTi. The final hpTi values in this analysis, de-
noted hpTiLHCf, are determined by simply averaging the
hpTi values calculated with the three above mentioned in-
dependent approaches: Gaussian, thermodynamic, and
numerical integration. The uncertainty of hpTiLHCf is
assigned to fully cover the minimum and maximum hpTi

values among these three hpTi values in each rapidity bin.
The hpTiLHCf values are summarized in Table. III.

In Fig. 11, hpTi in p + p collisions at
p
s = 2.76 and

7TeV, and in p + Pb collisions at p
sNN = 5.02TeV are

presented as a function of rapidity loss �y ⌘ ybeam � y,
where ybeam is the beam rapidity in each collision en-
ergy. The shift of rapidity by ybeam scales the results
with beam energy and allows a direct comparison to be
made between results at different collision energies. We
see that hpTi at

p
s = 2.76TeV (open circles, red) have

slightly smaller values than at 7TeV (filled circles, black)
at �y > �1.3, although they are mostly compatible at
the ±10% level. For reference, the UA7 result in p + p̄

collisions at
p
s = 630GeV at Spp̄S [69] (open squares,

magenta) shows a rapid roll off of hpTi as a function of
rapidity relative to the LHCf data. Especially the LHCf
and UA7 results are incompatible at �0.3 < �y < 0.3.
The comparison of the LHCf data with the UA7 result
indicates that hpTi may slightly depend on the center-
of-mass energy. However, in order to answer this ques-
tion, we clearly need to have experimental data taken
at a lower collision energy, e.g.,

p
s < 1TeV, with a

more wide rapidity range. The hpTi values obtained from

- QGSJETII-04 and EPOS-LHC: 
similar, good agremeent 
for pT>0.4 GeV 

- DPMJET: good agreement for  
−8.8 > ylab > −10.0 and pT < 
0.3 GeV 

- Characteristic bump at y > 
−9.6 and pT ∼ 0.2GeV: Ultra 

Peripheral Collisions
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FIG. 11: (color online). Average pT as a function of rapidity
loss ybeam�y. Red open circles and black filled circles indicate
the LHCf data in p + p collisions at

p
s = 2.76 and 7TeV,

respectively. The result of the UA7 experiment (magenta,
open box) at Spp̄S (p + p̄ collisions at

p
s = 630GeV) and

the predictions from dpmjet (thick curves) and qgsjet (thin
curves) are added for reference.

TABLE III: The average ⇡

0 transverse momenta for the ra-
pidity range 8.8 < y < 10.6 in p + p collisions at

p
s = 2.76

and 7TeV and for the rapidity range �8.8 > ylab > �10.6 in
p+ Pb collisions at

p
sNN = 5.02TeV.

Rapidity a hpTiLHCf [MeV]
p+ p 2.76TeV p+ p 7TeV p+ Pb 5.02TeV

[8.8, 9.0] 103.5± 7.5 242.8± 8.6 244.5± 43.2
[9.0, 9.2] 78.5± 7.8 208.5± 6.1 223.1± 12.7
[9.2, 9.4] 76.4± 5.7 182.6± 4.3 189.9± 7.6
[9.4, 9.6] 60.3± 5.2 160.2± 3.8 173.8± 17.2
[9.6, 9.8] 50.4± 10.4 132.3± 3.4 138.1± 18.7
[9.8, 10.0] 113.9± 3.4 113.0± 6.3
[10.0,10.2] 87.3± 3.9 112.2± 15.4
[10.2,10.4] 67.5± 3.0 90.7± 6.7
[10.4,10.6] 55.6± 3.1 61.0± 6.6

a
The rapidity values for p+ Pb collisions are in the detector ref-

erence frame and must be multiplied by -1.

get hadron. In this case the rapidity distribution of the
secondary particles in the forward rapidity region would
be independent of the center-of-mass energy. In this pa-
per, a test of the limiting fragmentation hypothesis is
performed by using the LHCf measurements in p+ p col-
lisions at

p
s = 2.76 and 7TeV.

The rapidity distribution, (1/�inel)(d�/dy), in this
analysis can be obtained by using very similar methods
used for the derivation of the average pT that have been
discussed in Sec. VII A.

The first method uses the fit of an empirical distri-
bution to the LHCf data pT spectra in Fig. 4 and 6 in

each rapidity range. As we discussed in Sec. VIIA, two
distributions are chosen to parametrise the pT spectra:
a Gaussian distribution and a thermodynamic distribu-
tion. The rapidity distribution is derived by integrating
the best-fit Gaussian and thermodynamic distributions
along the pT axis from 0GeV to infinity.

The rapidity distribution can also be simply obtained
by numerically integrating the pT spectra in Fig. 4 and 6.
In this approach, the derivation of the (1/�inel)(d�/dy)
value is possible only in the rapidity range where the pT
spectra are available down to 0GeV. Again, the final
rapidity distribution is derived from the averaging of the
rapidity distributions obtained from the above mentioned
methods. The uncertainty is given by the minimum and
maximum values for each rapidity bin.

Figure 12 shows the rapidity distributions as a function
of the rapidity loss �y (i.e., ybeam � y) in p+ p collisions
at

p
s = 2.76 (open circles, red) and 7TeV (filled cir-

cles, black). The rapidity distributions for both collision
energies mostly appear to lie along a common curve in
the rapidity range �1.8 < �y < �0.8, with the LHCf
measurements consistent with the hypothesis of limiting
fragmentation in the very forward region at the ±15%
level.

The experimental result from the UA7 experiment [69]
is also shown in Fig. 12 for comparison. The extrapolated
curve to higher �y (i.e., lower y) from the LHCf data atp
s = 7TeV could be compatible with the UA7 result at

least for �y . 0.5.
The predictions from dpmjet and qgsjet at

p
s =

7TeV are added for reference. The predictions at
p
s =

2.76TeV are omitted, since these curves mostly overlap
with those at 7TeV, namely the limiting fragmentation
holds in dpmjet and qgsjet. The best agreement with
LHCf results at

p
s = 2.76 and 7TeV are obtained by

qgsjet. dpmjet generally gives a large ⇡

0 yield, which
is consistent with the large amount of ⇡0 production and
harder pT spectra predicted by dpmjet especially at y >

9.8 at
p
s = 7TeV and at y > 9.4 at 2.76TeV.

C. Feynman scaling

Feynman proposed in Ref. [70] that the cross sections
of secondary particles as a function of the Feynman-
x variable (denoted as xF ⌘ 2pz/

p
s) were indepen-

dent of the incident energy in the forward region. If
the so-called Feynman scaling holds, the xF distribution
(xF /�inel)(d�/dxF ) should be independent of the center-
of-mass energy for xF & 0.2. Here the rapidity distribu-
tion introduced in Sec. VII B can be converted as

1

�inel

d�

dy

=
E

�inel

d�

dpz
=

xE

�inel

d�

dxF
, (8)

where xE ⌘ 2E/

p
s and dy = dpz/E are used for the

second form. Considering pz ⇡ E in the forward region,
xE can be considered as xF and thus the right hand side
of Eq. (8) becomes approximately (xF /�inel)(d�/dxF ).

π
0 average pT for different cm energies

22

pT spectra vs best-fit function

<pT> is inferred in 3 ways: 
1. Thermodynamical approach 
2. Gaussian distribution fit 
3. Numerical integration up to the 

histogram upper bound

From scaling considerations (projectile 
fragmentation region) we can expect that 
<pT> vs rapidity loss should be independent 
from the c.m. energy 
Reasonable scaling can be inferred from 
the data 

Average pT vs ylab

YBeam=6.5 for SPS 
YBeam=8.92 for7 TeV LHC 
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Limiting fragmentation in 
forward π0 production
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FIG. 12: (color online). The yield of ⇡

0 in each rapidity
intervals as a function of rapidity loss ybeam � y. Red open
circles and black filled circles indicate the LHCf measurements
in p+ p collisions at

p
s = 2.76 and 7TeV, respectively. The

result of the UA7 experiment (magenta, open box) at Spp̄S
(p + p̄ collisions at

p
s = 630GeV) and the predictions by

dpmjet (thick curve) and qgsjet (thin curve) are added for
reference.

Consequently, the limiting fragmentation that states
(1/�inel)(d�/dy) to be independent of the center-of-mass
energy in each rapidity bin can be rewritten as the Feyn-
man scaling that states (xF /�inel)(d�/dxF ) to be inde-
pendent of the center-of-mass energy in each xF bin. In
this paper, we test the Feynman scaling hypothesis by
comparing the LHCf measurements in p+ p collisions atp
s = 2.76 and 7TeV.
In Fig. 13, we compare the xF distributions in the pT

range pT < 0.4GeV. Other pT ranges are excluded from
the comparison, since the LHCf data at

p
s = 2.76TeV

are unavailable for such a pT range. The xF distributions
at

p
s = 2.76 and 7TeV are compatible with each other

at the ±20% level. We further compare (see Fig. 14) the
xF distributions for the two different pT ranges: 0.0 <

pT < 0.2GeV and 0.2 < pT < 0.4GeV. At 0.0 < pT <

0.2GeV, only the bin 0.73 < xF < 0.82 at
p
s = 2.76TeV

deviates from the one at 7TeV by 30%, while the other
bins, between 2.76 and 7TeV, are consistent within their
uncertainties. At 0.2 < pT < 0.4GeV, all bins at

p
s =

2.76TeV are consistent with the ones at 7TeV, except
for the bin 0.82 < xF < 0.91 that has a smaller (40%)
cross sections than at 7TeV, although there is a large
uncertainty at 2.76TeV. Overall the xF distributions atp
s = 2.76 and 7TeV indicate that the Feynman scaling

holds at the ±20% level at these center-of-mass energies
in the very forward region.

Besides a test of the Feynman scaling, we find in Fig. 14
that the yields of ⇡0 at

p
s = 2.76TeV relative to those

at 7TeV are slightly larger and smaller at 0.0 < pT <

0.2GeV and 0.2 < pT < 0.4GeV, respectively. This

tendency means that the pT spectra at
p
s = 2.76TeV

are softer than these at 7TeV, leading to the small hpTi
values at 2.76TeV relative to those at 7TeV as already
found in Fig. 11.

FIG. 13: (color online). The yield of ⇡0 at 0.0 < pT < 0.4GeV
as a function of xF . Red open circles and black filled circles
indicate the LHCf measurements in p + p collisions at

p
s =

2.76 and 7TeV, respectively.

FIG. 14: (color online). The yield of ⇡0 in each pT range as a
function of xF . Left: the distributions at 0.0 < pT < 0.2GeV.
Right: the distributions at 0.2 < pT < 0.4GeV. Red open
circles and black filled circles indicate the LHCf measurements
in p+ p collisions at

p
s = 2.76 and 7TeV, respectively.

D. Suppression of the xF distributions

In hadronic interaction at large rapidities, partons
from the projectile and target hadrons generally have
large and small momentum fractions respectively, since
the momentum fraction that the parton itself carries rel-
ative to the parent projectile and target hadrons, i.e.,
Bjorken-x xBj , is proportional to e

±y (+y for projectile
and �y for target). Here we note that a parton (domi-
nantly gluon) density, rapidly increases with decreasing

π0  yield 

Limiting fragmentation 
hypothesis:  
rapidity distribution of the 
secondary particles in the 
forward rapidity region 
(target’s fragment) should be 
independent of the center-
of-mass energy.  
!
This hypothesis for π0 is true 
at the level of ±15% 
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Feynman scaling in forward π0 
production 
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FIG. 12: (color online). The yield of ⇡

0 in each rapidity
intervals as a function of rapidity loss ybeam � y. Red open
circles and black filled circles indicate the LHCf measurements
in p+ p collisions at

p
s = 2.76 and 7TeV, respectively. The

result of the UA7 experiment (magenta, open box) at Spp̄S
(p + p̄ collisions at

p
s = 630GeV) and the predictions by

dpmjet (thick curve) and qgsjet (thin curve) are added for
reference.

Consequently, the limiting fragmentation that states
(1/�inel)(d�/dy) to be independent of the center-of-mass
energy in each rapidity bin can be rewritten as the Feyn-
man scaling that states (xF /�inel)(d�/dxF ) to be inde-
pendent of the center-of-mass energy in each xF bin. In
this paper, we test the Feynman scaling hypothesis by
comparing the LHCf measurements in p+ p collisions atp
s = 2.76 and 7TeV.
In Fig. 13, we compare the xF distributions in the pT

range pT < 0.4GeV. Other pT ranges are excluded from
the comparison, since the LHCf data at

p
s = 2.76TeV

are unavailable for such a pT range. The xF distributions
at

p
s = 2.76 and 7TeV are compatible with each other

at the ±20% level. We further compare (see Fig. 14) the
xF distributions for the two different pT ranges: 0.0 <

pT < 0.2GeV and 0.2 < pT < 0.4GeV. At 0.0 < pT <

0.2GeV, only the bin 0.73 < xF < 0.82 at
p
s = 2.76TeV

deviates from the one at 7TeV by 30%, while the other
bins, between 2.76 and 7TeV, are consistent within their
uncertainties. At 0.2 < pT < 0.4GeV, all bins at

p
s =

2.76TeV are consistent with the ones at 7TeV, except
for the bin 0.82 < xF < 0.91 that has a smaller (40%)
cross sections than at 7TeV, although there is a large
uncertainty at 2.76TeV. Overall the xF distributions atp
s = 2.76 and 7TeV indicate that the Feynman scaling

holds at the ±20% level at these center-of-mass energies
in the very forward region.

Besides a test of the Feynman scaling, we find in Fig. 14
that the yields of ⇡0 at

p
s = 2.76TeV relative to those

at 7TeV are slightly larger and smaller at 0.0 < pT <

0.2GeV and 0.2 < pT < 0.4GeV, respectively. This

tendency means that the pT spectra at
p
s = 2.76TeV

are softer than these at 7TeV, leading to the small hpTi
values at 2.76TeV relative to those at 7TeV as already
found in Fig. 11.
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FIG. 13: (color online). The yield of ⇡0 at 0.0 < pT < 0.4GeV
as a function of xF . Red open circles and black filled circles
indicate the LHCf measurements in p + p collisions at

p
s =

2.76 and 7TeV, respectively.

FIG. 14: (color online). The yield of ⇡0 in each pT range as a
function of xF . Left: the distributions at 0.0 < pT < 0.2GeV.
Right: the distributions at 0.2 < pT < 0.4GeV. Red open
circles and black filled circles indicate the LHCf measurements
in p+ p collisions at

p
s = 2.76 and 7TeV, respectively.

D. Suppression of the xF distributions

In hadronic interaction at large rapidities, partons
from the projectile and target hadrons generally have
large and small momentum fractions respectively, since
the momentum fraction that the parton itself carries rel-
ative to the parent projectile and target hadrons, i.e.,
Bjorken-x xBj , is proportional to e

±y (+y for projectile
and �y for target). Here we note that a parton (domi-
nantly gluon) density, rapidly increases with decreasing

π0  yield 

Feynman scaling 
hypothesis:  
cross sections of 
secondary particles as a 
function of xF ≡ 2pz/√s are 
independent from the 
incident energy in the 
forward region (xF >0.2).  
!
This hypothesis for π0  is 
true at the level of ±20%  
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Common trigger with ATLAS in  
p-Pb operation
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3

Joint Data Taking  
LHCf won't be in ATLAS readout (no ROD/ROB for LHCf)

Strategy is to record events independently events and then merge them at 

offline level (cf https://edms.cern.ch/document/930829/1)

→ Write ATLAS LVL1ID in LHCf event

To have a substantial overlap between ATLAS and LHCf, ATLAS should 

record events when LHCf trigger fires

Not clear at which level of data format will be merged → Useful to discuss 

with physics group and Data Preparation

Raw
RawL1_LHCf

L1ID etc...

L1

Merging

Merged D3PD (?)

RecoReco
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LHCf spectra in p-Pb collisions 
with Atlas tagging on tracks
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Figure 3: The energy spectra of the photon-like (top) and hardon-like (bottom) events measured by LHCf
in TS (left) and TL (right) are shown as black circles. The e↵ects of the finite energy resolution and non-
uniformity of acceptance in pseudorapidity are not corrected for in these results. A classification based
on the number of charged particle tracks in the central region reconstructed by ATLAS is done. The
events with (without) reconstructed charged particles are shown as red triangles (blue squares).

6

Nsel:  
number of good charged 
ATLAS tracks  
- pT > 100 MeV 
- vertex matching  
- |η| < 2.5.  
!
Significant UPC contribution 
in the very forward region 
with Nsel=0 
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LHC 13 TeV Run
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During Week 24, June 9-13, LHCf dedicated low-lumi run  
Total  26.6 hrs with L=0.5~1.6.1029 cm-2s-1 (16 nb-1) 

~39 M showers, 0.5 M π0 obtained 
Trigger exchange with ATLAS 
Detector removal on June 15th during TS1  
Run was very successful!!!!
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An impressive high energy π0
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First look at 13 TeV data

29
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Analysis workflow
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We are
 now repe

ating
 the s

ame ana
lysis 

workflow wrt 7 T
eV data
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The impact of LHC measurements
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Prediction of Xmax with retuned models

T. Pierog, KIT - 16/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

EAS with Old CR Models : X
max

T. Pierog, KIT - 17/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

EAS with Re-tuned CR Models : X
max

Pre LHC Post LHC

• Difference of <Xmax> in p-air among pre LHC models is about 50g/cm2 at 1020eV, although a 
difference between p-air and Fe-air is about 100g/cm2. 

• Retuned models with the the LHC data are somehow converged into pre-LHC model SIBYLL 2.1. 
• Difference between p and Fe is reduced to 20g/cm2.

(T. Pierog)

13

Predictions for muon number at ground
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New models favour interpretation  
as lighter composition than before

(Pierog 2013, 2014) 29

Predictions for muon number at ground

Energy      (eV)
1510 1610 1710 1810 1910 2010

)
-0

.9
   

   
(G

eV
0.

9
/E
µ

N

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

p

Fe

EPOS LHC
QGSJETII-04

Energy      (eV)
1510 1610 1710 1810 1910 2010

)
-0

.9
   

   
(G

eV
0.

9
/E
µ

N

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

p

Fe

EPOS 1.99
SIBYLL 2.1

QGSJETII-03
QGSJET01

pre-LHC models

post-LHC models

New models favour interpretation  
as lighter composition than before

(Pierog 2013, 2014) 29

Significant reduction of differences btw different hadronic interaction models!!! 
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Physics Motivations 
- The link between HECR 

Physics and LHC 
The LHCf detectors 
- “Il vino buono sta nella 

botte piccola” or “good 
things comes in small 
packages” 

Physics Results 
- what we have done so far 

Future Plans 
- what’s next…



What’s next? Let’s start from p-Pb

LHCf is certainly very interested in a possible high energy p-Pb 
run (2016-2017?) 

Physics simulations are ongoing  
We plan to present soon a LoI  
Nuclear Modification factor can be measured at the 
highest energies 

!
Installation issues should be very carefully investigated 
- TAN activation at the end of the long high luminosity pp run 
+ Remote handling system works very efficiently 
+ Past experience from the 2012 re-installation helped us and 

the RP team to better understand the modeling of the 
radioactive activation



From LHCf to RHICf
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The Far Future at LHC
•The most promising future at LHC for LHCf involve the proton-
light ion collisions 

• To go from p-p to p-Air is not so simple…. 

•Comparison of p-p, Pb-Pb and p-Pb is useful, but model 
dependent extrapolations are anyway necessary 

•Direct measurements of p-O or p-N could significantly reduce 
some systematic effects



Summary
Very forward γ, n and π0 production in p-p and p-Pb collision have been precisely 
measured by LHCf at ECM ≤ 7 TeV 

LHCf zero degree results are significantly contributing to improve our knowledge 
of hadronic interaction model fro HECR Physics 

New results with hadrons are particularly interesting to understand the muon excess 

p-Pb results give important hints to understand nuclear medium effect 

Very successful 13 TeV pp run has been done in June 2015 

Analysis is on going 

For the future at LHC we are certainly interested in: 

Higher energy p-Pb collisions in 2016-2017 

p-Light ions at LHC in the far future 

We are also approved to take data at RHIC in 2017  

Still a lot of results will come in the next years so… stay tuned!



Back up slides

37



Alessia Tricomi       Zero degree neutral measurements with LHCf at LHC

photo

LHCf @ pp 7 TeV: neutron analysis	
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•Neutron energy is reconstructed 
by a sum of energy deposits. 

•Detector simulation based on 
QGSJET2 for hadronic shower 
reproduces the test beam data 
better than that on DPMJET3. 

•Difference between QGSJET2 and 
the test beam data is taken into 
account as a systematic error in 
the latter analysis.

Neutron energy reconstruction

Particle identification

neutron

En
er

gy
 d

ep
os

it
Σ 

Ed
ep

.

L20%
L90%

L2D = L90%-0.25*L20%

•With two variables, L90% 
and L20%, PID performance 
is improved to reduce the 
photon contamination in 
neutron events. 

•PID efficiency and purity 
are >90%. 

•Energy spectra are 
corrected for PID 
inefficiency and BG 
contamination. 
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LHCf @ pp 900 GeV:  
Single photon spectra MC vs Data
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Nuclear effect
Basically)the)nuclear.nuclear)(p.A,)AA))interaction)can)be)
described)by)Glauber)model.)By)Glauber)model,)A.A)collision)is)
described)as)a)superposition)of)“p.p”.
Nuclear)interaction)of)the)interaction)models)used)in)Air.
Shower)simulation)is)based)on)Glauber)model)with)some)
collections)of)nuclear)shadowing,)gluon)saturation)and)etc.)

4

➔Nuclear&effect
These&effect&makes&softer&and&less&3lux&of&energy&spectra&of&
secondaries&in&the&forward&region.

Central&collision&
(participants&of&collisions&>&1)

Peripheral&collision&
(participants&~&1)

13年10月22日火曜日

impact 
parameter : b

b ⇠ Rp +RPb

Nuclear effect
Basically)the)nuclear.nuclear)(p.A,)AA))interaction)can)be)
described)by)Glauber)model.)By)Glauber)model,)A.A)collision)is)
described)as)a)superposition)of)“p.p”.
Nuclear)interaction)of)the)interaction)models)used)in)Air.
Shower)simulation)is)based)on)Glauber)model)with)some)
collections)of)nuclear)shadowing,)gluon)saturation)and)etc.)

4

➔Nuclear&effect
These&effect&makes&softer&and&less&3lux&of&energy&spectra&of&
secondaries&in&the&forward&region.

Central&collision&
(participants&of&collisions&>&1)

Peripheral&collision&
(participants&~&1)

13年10月22日火曜日

b ⌧ Rp +RPb

proton Pb

Central collisions

(Soft) QCD :  
central and peripheral collisions

Ultra peripheral collisions :  
virtual photons from rel. Pb collides a proton

Dominant channel to forward π0 is

Pi0 at p-Pb
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About half of the observed π0 may 
originate in UPC, another half is 
from soft-QCD.

Break down 
of UPC

Comparison 
with soft-QCD

proton  
rest frame
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LHCf @ pPb 5.02 TeV: π0 analysis	



Momentum distribution of the UPC induced secondary particles is estimated as  
1. energy distribution of virtual photons is estimated by the Weizsacker Williams 
approximation.  
2. photon-proton collisions are simulated by the SOHIA model (Eγ > pion threshold). 
3. produced mesons and baryons by γ-p collisions are boosted along the proton beam.

Peripheral collisions

How about soft interaction at p-Pb?
Because'the'hit+position'distribution'of'neutrons'reported'
by'Lorenzo'has'very'high'peak'around'the'beam'center'
('corresponding'to'high'energy'and/or'low'Pt),'these'neutrons'
should'be'generated'by!soft'interactions.'
In'case'of'p+Pb'collisions,'proton'collides'with'the'electro+magnetic'
Cield'of'relativistic'Pb.'

5

Pb

γ*
Ultra&Peripheral&Collisions&(UPCs)

➔Ultra!peripheral!collisions!

impact&
parameter&

b

If&b&>&Rp+RPb,&hadron&interaction&is&strongly&
suppressed&and&proton&collides&with&electro;
magnetic&3ield&of&Pb,&of&which&strength&is&
proportional&to&Z2.&The&EM&interaction&can&be&
described&as&a&collision&between&proton&and&
quasi;photon.
Exp.)&&p+Pb&⟶&∆&+&Pb&⇔&p&+&γ*&⟶&∆
It&is&one&of&the&sources&of&soft&interaction&at&p;Pb&
collisions.&

13年10月22日火曜日

b > Rp +RPb



Playing a game with air shower - 
effect of forward meson spectra

E=E1+E2�

E1�
E2�

xF#=#E/E0�

pT�

xF#=#E/E0�

DPMJET3 always over-predicts production 
Filtering DPMJET3 mesons 

according to an empirical probability function, divide mesons into 
two with keeping pT 

Fraction of mesons escape out of LHCf acceptance 
This process 

Holds cross section 
Holds elasticity/inelasticity 
Holds energy conservation 
Changes multiplicity 
Does not conserve charge event-by-event
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LHCf @ pp 7 TeV & p-Pb 5 TeV:  
π0 analysis

42
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Mass, energy and transverse momentum are reconstructed 
from the energies and impact positions of photon pairs 
measured by each calorimeter   
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Analysis Procedure  
Standard photon reconstruction 
Event selection  

- one photon in each calorimeter  
- reconstructed invariant mass    

Background subtraction  
by using outer region of mass peak 

Unfolding for detector response.  
Acceptance correction. 

Dedicated part for π0 analysis  
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π0$analysis$$
•  π0'candidate'
•  599GeV'&'419GeV'photons'in'25mm'

and'32mm'tower,'respecCvely'
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LHCf @ pp 7 TeV: π0 pT spectra	
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FIG. 7: (color online). Combined pT spectra of the Arm1 and Arm2 detectors (black dots) and the total uncertainties (shaded
triangles) compared with the predicted spectra by hadronic interaction models.

The values of ⟨pT⟩ obtained in Table II and Table III
are in reasonable agreement. When a specific value of
⟨pT⟩ is needed the values of ⟨pT⟩ for this paper are de-
fined as ⟨pT⟩ in Table II, obtained by fitting of the expo-
nential function. The systematic uncertainty related to a
possible bias of the ⟨pT⟩ extraction methods is estimated
by the difference of ⟨pT⟩ derived from two different ap-
proaches: fitting an exponential function and numerical
integration. The estimated systematic uncertainty is 5%.

Rapidity χ2 (dof) T ⟨pT⟩ Total uncertainty
[MeV] [MeV/c] [MeV/c]

[8.9, 9.0] 0.7 (7) 84.5 201.4 8.8
[9.0, 9.2] 17.8 (7) 75.5 184.1 3.5
[9.2, 9.4] 71.1 (8) 65.0 164.0 1.9
[9.4, 9.6] 138.0 (6) 53.8 142.4 1.4
[9.6, 10.0] 20.0 (5) 44.2 123.5 1.7
[10.0, 11.0] 14.8 (2) 21.9 77.7 1.7

TABLE II: Best-fit results of the fitting an exponential func-
tion to the LHCf data and average transverse momentum of
π0 for the rapidity range 8.9<y<11.0. Total uncertainty in-
dicates the statistical and systematic uncertainty on ⟨pT⟩ de-
rived from the exponential fit.

The values of ⟨pT⟩ that have been obtained in this anal-
ysis are compared in Fig. 10 with the results from UA7 at

Rapidity pupperT ⟨pT⟩ Total uncertainty
[GeV/c] [MeV/c] [MeV/c]

[9.2, 9.4] 0.6 167.1 4.3
[9.4, 9.6] 0.4 146.1 1.7
[9.6, 10.0] 0.4 117.1 1.6
[10.0, 11.0] 0.2 76.0 1.9

TABLE III: Average transverse momentum of π0 derived by
numerical integration of the pT spectra for the rapidity range
9.2<y<11.0. Total uncertainty indicates the statistical and
systematic uncertainty on ⟨pT⟩.

Spp̄S (
√
s = 630GeV) [5] and the predictions of several

hadronic interaction models. In Fig. 10 ⟨pT⟩ is presented
as a function of ylab ≡ ybeam − y, where beam rapidity
ybeam is 8.92 for

√
s = 7TeV and 6.50 for

√
s = 630GeV.

The black dots and the red diamonds indicate the LHCf
data and the UA7 results, respectively. Although the
LHCf and UA7 data in Fig. 10 have limited overlap and
the systematic errors of the UA7 data are relatively large,
the ⟨pT⟩ spectra for LHCf and UA7 in Fig. 10 mostly ap-
pear to lie along a common curve and there is no evidence
of a center of mass energy dependence.

The ⟨pT⟩ predicted by hadronic interaction models are
shown by open circle (sibyll 2.1), open box (qgsjet II-
03) and open triangle (epos 1.99). sibyll 2.1 typically
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FIG. 8: (color online). Ratio of the combined pT spectra of the Arm1 and Arm2 detectors to the predicted pT spectra by
hadronic interaction models. Shaded areas indicate the range of total uncertainties of the combined pT spectra.

gives harder π0 spectra, namely larger ⟨pT⟩, and qgsjet

II-03 gives softer π0 spectra, namely smaller ⟨pT⟩ than
the experimental data. For each prediction, solid and
dashed line indicate ⟨pT⟩ at the center of mass energy
at LHC and Spp̄S, respectively. It should be remarked
that of the three models the predictions by epos 1.99
show the smallest dependence of ⟨pT⟩ on two center of
mass energies among three models, and this tendency is
consistent with the LHCf and UA7 results except for the
UA7 data at ylab = −0.15 and 0.25. It is also evident in
Fig. 10 that amongst the three models the best agreement
with the LHCf data is obtained by epos 1.99.

VIII. CONCLUSIONS

The inclusive production of neutral pions in the ra-
pidity range larger than y = 8.9 has been measured at
the LHCf experiment in LHC proton-proton collisions in
early 2010. Transverse momentum spectra of neutral pi-
ons have been measured by two independent LHCf detec-
tors, Arm1 and Arm2, and give consistent results. The
combined Arm1 and Arm2 spectra have been compared
with the predictions of several hadronic interaction mod-
els. dpmjet 3.04, epos 1.99 and pythia 8.145 agree with
the LHCf combined results in general for the rapidity
range 9.0 < y < 9.6 and pT < 0.25GeV/c. qgsjet II-03

has a poor agreement with LHCf data for 8.9 < y < 9.4,
while it agrees with LHCf data for y > 9.4. Among the
hadronic interaction models tested in this paper, epos
1.99 shows the best agreement with the LHCf data even
in y > 9.6.
The average transverse momentum, ⟨pT⟩, derived by

an exponential fit to the combined pT spectra is consis-
tent with typical values for soft QCD processes. Com-
parison between the LHCf and UA7 results indicate an
⟨pT⟩ versus rapidity that is independent of the center of
mass energy, in agreement with the expectation of epos
1.99.
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LHCf @ pPb 5.02 TeV:  
π0 spectra @ p-remnant side	
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LHCf @ pPb 5.02 TeV:  
π0 spectra @ p-remnant side	
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Impact of LHCf measurement
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Figure 1: The resolution ofXmax obtained using events recorded
simultaneously from two FD stations, compared to a detailed
Monte Carlo simulation.

face Detector (SD) has 1660 water detector stations ar-
ranged in a 1.5 km triangular grid and sensitive to the
shower particles at the ground. The FD has 27 tele-
scopes overlooking the SD, housed in 5 different stations,
recording UV light emitted in the de-excitation of nitro-
gen molecules in the atmosphere after the passage of the
charged particles of a shower. The shower geometry is re-
constructed from the arrival times of the data. The number
of fluorescence photons emitted is proportional to the en-
ergy deposited in the atmosphere by the shower. Using the
shower geometry and correcting for the attenuation of the
light between the shower and the detector, the longitudinal
profile of the shower can be reconstructed. This profile is
fitted to a Gaisser-Hillas function [7] to determine Xmax

and the energy of the shower [8].
We follow the analysis already reported in [6]. We consider
only showers reconstructed using FD data and that have at
least a signal in one of the SD stations measured in coinci-
dence. The geometry for these events is determined with an
angular uncertainty of 0.6◦ [9]. The aerosol content in the
atmosphere is monitored constantly during data taking [10]
and only events for which a reliable measurement of the
aerosol optical depth exists are considered. Also the cloud
content is monitored nightly across the array and periods
with excessive cloud coverage are rejected. Furthermore,
we reject events with a χ2/Ndf greater than 2.5 when the
profile is fitted to a Gaisser-Hillas, as this could indicate the
presence of residual clouds. The total statistical uncertainty
in the reconstruction of Xmax is calculated including the
uncertainties due to the geometry reconstruction and to the
atmospheric conditions. Events with uncertainties above
40 g/cm2 are rejected. We also reject events that have an
angle between the shower and the telescope smaller than
20◦ to account for the difficulties of reconstructing their
geometry and for their high fraction of Cherenkov light. Fi-
nally, in order to reliably determine Xmax we require that
the maximum has been actually observed within the field
of view of the FD. 15979 events pass this quality selection.
Another set of cuts is used to ensure that the data sample is
unbiased with respect to the cosmic ray composition. Since

E [eV]
1810 1910

]2
> 

[g
/c

m
m

ax
<X

650

700

750

800

850

1407
1251

998 781
619 457 331 230 188 143

186 106 47

EPOSv1.99
p

Fe

QGSJET01 p

Fe

SIBYLL2.1
p

Fe

QGSJETII

p

Fe

EPOSv1.99
p

Fe

QGSJET01 p

Fe

SIBYLL2.1
p

Fe

QGSJETII

p

Fe

E [eV]
1810 1910

]2
) [

g/
cm

m
ax

R
M

S(
X

0

10

20

30

40

50

60

70

1407
1251

998 781 619
457

331

230 188

143 186

106
47

p

Fe

p

Fe

p

Fe

p

Fe

p

Fe

p

Fe

p

Fe

p

Fe

Figure 2: ⟨Xmax⟩ (top panel) and RMS (Xmax) (bottom panel)
as a function of the energy. Data (points) are shown with the
predictions for proton and iron for several hadronic interaction
models. The number of events in each bin is indicated. Systematic
uncertainties are indicated as a band.

we require data from at least one SD station, we place an
energy dependent cut on both the shower zenith angle and
the distance of the SD station to the reconstructed core so
the trigger probability of a single station at these energies
is saturated for both proton and iron primaries.
Finally, requiring that the shower maximum is observed
means that, for some shower geometries, we could intro-
duce a composition dependent bias in our data. This is
avoided using only geometries for which we are able to
observe the full range of theXmax distribution.
At the end 6744 events (42% of those that pass the quality
cuts) remain above 1018 eV. The systematic uncertainty
in the energy reconstruction of the FD events is 22% The
resolution in Xmax is at the level of 20 g/cm2 over the en-
ergy range considered. This resolution is estimated with a
detailed simulation of the detector and cross-checked using
the difference in the reconstructedXmax when one event is
observed by two or more FD stations (Fig. 1).

3 Results and discussion

In Fig. 2 we present the updated results for ⟨Xmax⟩ and
RMS (Xmax) using 13 bins of ∆ logE = 0.1 below
1019 eV and ∆ logE = 0.2 above. An energy depen-
dent correction ranging from 3.5 g/cm2 (at 1018 eV) to
−0.3 g/cm2 (at 7.2 ·1019 eV, the highest energy event) has
been applied to the data to correct for a small bias observed

2
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Analysis workflow:  
determination of the beam center
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π0 mass stability
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Analysis workflow:  
selections and reconstructions
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LHCf @ pPb 5.02 TeV:  
Nuclear modification factor
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Both LHCf and MCs show strong suppression 
But LHCf grows as increasing pT, understood 
by the softer pT spectra in p-p at 5TeV than 
those in p-Pb.
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LHCf @ pPb 5.02 TeV vs RHIC:  
Nuclear modification factor
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