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The Higgs mechanism
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• Choose V(φ)  
such that   
<|φ|2>!=0

• Symmetry  
spontaneously  
broken

K. Jakobs,  Universität Freiburg                                                                Vorlesung Elementarteilchen II, WS 2009/10 

The Higgs mechanism 
 Spontaneous breaking of the SU(2) x U(1) gauge symmetry 

•� Scalar fields are introduced 

                             Potential : 

•� For μ2 < 0, � > 0,   minimum of potential:  

•� Perturbation theory around ground state:   

3 massive vector fields: 

1 massless vector field: 

1 massive scalar field:   

M� = 0  

The Higgs boson H  
MH = � � v2 

Mass terms result from interaction  
of gauge bosons with Higgs field 

v = vacuum expectation value   v = (�2  GF) -�   = 246 GeV 

K. Jakobs,  Universität Freiburg                                                                Vorlesung Elementarteilchen II, WS 2009/10 

The Higgs mechanism (cont.) 

•� Coupling terms of W- and Z-bosons and fermions to the Higgs field:  

•� The introduced scalar fields can also be used to generate  
   fermion masses                                                                          (where gf is the coupling 
                                                                                                                      of the Higgs field to the 
                                                                                                                      fermion)  

•�  Higgs boson self-coupling      L =    -  � v h3   - �  � h4  

  and finally: 

•� Higgs boson regulates divergences in the WW scattering  
  cross section  

• Perturbation theory around ground state  
predicts existence of Higgs boson

• Once mass(H) is fixed, SM fully predictive

• Last unobserved particle of the SM until  
Run-I of the LHC (2011-2012)

Spin 0



LHC Run-1
• Proton proton collisions at √s = 7 TeV in 2011 and 
√s = 8 TeV in 2012

• Two multi-purpose detectors:  ATLAS and CMS

• During Run-1 ~25 inv. fb of data recorded by 
ATLAS.

• Peak luminosity close to design (~7x1033 cm-2 s-1), 
but bunch spacing of 50ns pushed up pile-up by x2!

• Challenging environment

• Up to ~30 simultaneous pile-up interactions 

• A lot of work on reconstruction algorithms to 
deal with it!  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The first LHC run 

Z to mu mu event with ~20 primary vertices

~10cm25 vertices

[GP, CERN-THESIS-2010-27]

[GP et al, Eur.Phys.J.C71:1630,2011]



The discovery

• Announced by ATLAS and CMS on 4th July 2012

• Based on Higgs boson decays to  
bosons (γγ, ZZ, WW) 

• But: is this really the SM Higgs boson  
predicted by Brout, Englert and Higgs? 
4
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FIG. 13. Diphoton invariant mass m�� spectrum observed in
the sum of the 7 TeV and 8 TeV data. Each event is weighted
by the signal-to-background ratio in the dataset and category
it belongs to. The errors bars represent 68% confidence in-
tervals of the weighted sums. The solid red curve shows the
fitted signal plus background model when the Higgs boson
mass is fixed at 125.4 GeV. The background component of
the fit is shown with the dotted blue curve. The signal com-
ponent of the fit is shown with the solid black curve. Both the
signal plus background and background-only curves reported
here are obtained from the sum of the individual curves in
each category weighted by their signal-to-background ratio.
The bottom plot shows the data relative to the background
component of the fitted model.

Table XIV. They are determined from the di↵erence in
quadrature between the nominal uncertainty and change
in the 68% CL range on µ when the corresponding nui-
sance parameters are fixed to their best fit values. The
sums of the squares of the theoretical uncertainties linked
to the QCD scales, PDFs, and H ! �� branching ratio
account for approximately 50% of the square of the to-
tal systematic uncertainty. The dominant experimental
uncertainty is from the photon energy resolution, which
represents approximately 30% of the total systematic un-
certainty (as above in terms of its contribution to the
square of the total systematic uncertainty). In the fit
to extract the signal strengths, the post-fit values of the
most relevant nuisance parameters (those apart from the
ones of the background model), do not show significant
deviations from their pre-fit input values.

The compatibility of the combined signal strength pre-
sented in this article with the one published in Ref. [13],
µ = 1.55 +0.33

�0.28, is investigated using a jackknife resam-
pling technique [111, 112] in which variances and covari-
ances of observables are estimated with a series of sub-

TABLE XIV. Main systematic uncertainties �syst.
µ on the

combined signal strength parameter µ. The values for each
group of uncertainties are determined by subtracting in
quadrature from the total uncertainty the change in the 68%
CL range on µ when the corresponding nuisance parameters
are fixed to their best fit values. The experimental uncer-
tainty on the yield does not include the luminosity contribu-
tion, which is accounted for separately.

Uncertainty group �syst.
µ

Theory (yield) 0.09
Experimental (yield) 0.02
Luminosity 0.03
MC statistics < 0.01
Theory (migrations) 0.03
Experimental (migrations) 0.02
Resolution 0.07
Mass scale 0.02
Background shape 0.02

samples of the observations. The datasets used in the
two analyses are highly correlated: 142681 events are
selected in Ref. [13], 111791 events are selected in the
current analysis, and 104407 events are selected in both
analyses. The significance of the 0.4 di↵erence between
the combined signal strengths, including the e↵ect of the
74% correlation between the two measurements, is cal-
culated by applying the jackknife technique to the union
of the two datasets and is found to be 2.3�. An un-
certainty of 0.1� on the compatibility between the two
measurements is estimated by varying the size of the jack-
knife sub-samples. The decrease in the observed signal
significance (5.2�) with respect to the one published in
Ref. [13] (7.4�) is related to the reduction of the mea-
sured signal strength according to the asymptotic for-
mula Z = µ/�stat

µ , where �stat

µ is the statistical compo-
nent of the uncertainty on µ. In other words, the ob-
served reductions of the significance and signal strength
are consistent with each other and consistent with a sta-
tistical fluctuation at the level of ⇠ 2.3�.

As can be seen in Figs. 17 and 18, the observed sig-
nal strengths of the tagged categories, which are domi-
nated by production processes other than ggF, tend to
be lower than the signal strengths measured with the
untagged categories, which are dominated by ggF pro-
duction. This tendency, combined with the optimized
sensitivity of this analysis to production processes other
than ggF, results in a lower combined signal strength
than those measured using alternative analyses of the
same dataset (or where the datasets are largely over-
lapping) that are inclusive with respect to the produc-
tion process. The compatibility of the combined signal
strength obtained in this analysis with the signal strength
µ = 1.29± 0.30 obtained in the mass measurement anal-
ysis quoted in Ref. [9] for the diphoton channel (where
the diphoton events are sorted into categories that de-

[Phys. Rev. D 90, 112015 (2014)]

H to γγ

Table 11: The number of events expected and observed for a mH=125 GeV hypothesis for the four-lepton final states in a
window of 120 < m4` < 130 GeV. The second column shows the number of expected signal events for the full mass range,
without a selection on m4`. The other columns show for the 120–130 GeV mass range the number of expected signal events,
the number of expected ZZ⇤ and reducible background events, and the signal-to-background ratio (S/B), together with the
number of observed events, for 4.5 fb�1 at

p
s = 7 TeV and 20.3 fb�1 at

p
s = 8 TeV as well as for the combined sample.

Final state Signal Signal ZZ⇤ Z + jets, tt̄ S/B Expected Observed
full mass range p

s = 7 TeV

4µ 1.00 ± 0.10 0.91 ± 0.09 0.46 ± 0.02 0.10 ± 0.04 1.7 1.47 ± 0.10 2
2e2µ 0.66 ± 0.06 0.58 ± 0.06 0.32 ± 0.02 0.09 ± 0.03 1.5 0.99 ± 0.07 2
2µ2e 0.50 ± 0.05 0.44 ± 0.04 0.21 ± 0.01 0.36 ± 0.08 0.8 1.01 ± 0.09 1
4e 0.46 ± 0.05 0.39 ± 0.04 0.19 ± 0.01 0.40 ± 0.09 0.7 0.98 ± 0.10 1

Total 2.62 ± 0.26 2.32 ± 0.23 1.17 ± 0.06 0.96 ± 0.18 1.1 4.45 ± 0.30 6p
s = 8 TeV

4µ 5.80 ± 0.57 5.28 ± 0.52 2.36 ± 0.12 0.69 ± 0.13 1.7 8.33 ± 0.6 12
2e2µ 3.92 ± 0.39 3.45 ± 0.34 1.67 ± 0.08 0.60 ± 0.10 1.5 5.72 ± 0.37 7
2µ2e 3.06 ± 0.31 2.71 ± 0.28 1.17 ± 0.07 0.36 ± 0.08 1.8 4.23 ± 0.30 5
4e 2.79 ± 0.29 2.38 ± 0.25 1.03 ± 0.07 0.35 ± 0.07 1.7 3.77 ± 0.27 7

Total 15.6 ± 1.6 13.8 ± 1.4 6.24 ± 0.34 2.00 ± 0.28 1.7 22.1 ± 1.5 31p
s = 7 TeV and

p
s = 8 TeV

4µ 6.80 ± 0.67 6.20 ± 0.61 2.82 ± 0.14 0.79 ± 0.13 1.7 9.81 ± 0.64 14
2e2µ 4.58 ± 0.45 4.04 ± 0.40 1.99 ± 0.10 0.69 ± 0.11 1.5 6.72 ± 0.42 9
2µ2e 3.56 ± 0.36 3.15 ± 0.32 1.38 ± 0.08 0.72 ± 0.12 1.5 5.24 ± 0.35 6
4e 3.25 ± 0.34 2.77 ± 0.29 1.22 ± 0.08 0.76 ± 0.11 1.4 4.75 ± 0.32 8

Total 18.2 ± 1.8 16.2 ± 1.6 7.41 ± 0.40 2.95 ± 0.33 1.6 26.5 ± 1.7 37
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Figure 13: The distribution of the four-lepton invariant mass, m4`, for the selected candidates (filled circles) compared to the
expected signal and background contributions (filled histograms) for the combined

p
s = 7 TeV and

p
s = 8 TeV data for the

mass ranges: (a) 80–170 GeV, and (b) 80–600 GeV. The signal expectation shown is for a mass hypothesis of mH = 125 GeV
and normalized to µ = 1.51 (see text). The expected backgrounds are shown separately for the ZZ⇤ (red histogram), and
the reducible Z + jets and tt̄ backgrounds (violet histogram); the systematic uncertainty associated to the total background
contribution is represented by the hatched areas.
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[Phys. Rev. D 91, 012006 (2015)]

H to 4l
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 [GeV]Hm
123 124 125 126 127 128 1290.5−

9
Total Stat. Syst.CMS and ATLAS

 Run 1LHC       Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 2: Summary of Higgs boson mass measurements from the individual analyses of AT-
LAS and CMS and from the combined analysis presented here. The systematic (narrower,
magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars)
uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column
indicate the central value and the total uncertainty of the combined measurement, respectively.

for the prefit case and

dmHpostfit = ±0.22 GeV = ±0.19 (stat.) ± 0.10(syst.) GeV (7)

for the postfit case, which are both very similar to the observed uncertainties reported in Eq. (3).

Constraining all signal yields to their SM predictions results in an mH value that is about
70 MeV larger than the nominal result with a comparable uncertainty. The increase in the
central value reflects the combined effect of the higher-than-expected H ! ZZ ! 4` measured
signal strength and the increase of the H ! ZZ branching fraction with mH. Thus, the fit
assuming SM couplings forces the mass to a higher value in order to accommodate the value
µ = 1 expected in the SM.

Since the discovery, both experiments have improved their understanding of the electron, pho-
ton, and muon measurements [16, 30–34], leading to a significant reduction of the systematic
uncertainties in the mass measurement. Nevertheless, the treatment and understanding of
systematic uncertainties is an important aspect of the individual measurements and their com-
bination. The combined analysis incorporates approximately 300 nuisance parameters. Among
these, approximately 100 are fitted parameters describing the shapes and normalizations of the
background models in the H ! gg channel, including a number of discrete parameters that al-
low the functional form in each of the CMS H ! gg analysis categories to be changed [35]. Of
the remaining almost 200 nuisance parameters, most correspond to experimental or theoretical
systematic uncertainties.

Based on the results from the individual experiments, the dominant systematic uncertainties
for the combined mH result are expected to be those associated with the energy or momentum
scale and its resolution: for the photons in the H ! gg channel and for the electrons and
muons in the H ! ZZ ! 4` channel [14–16]. These uncertainties are assumed to be uncor-
related between the two experiments since they are related to the specific characteristics of the
detectors as well as to the calibration procedures, which are fully independent except for negli-
gible effects due to the use of the common Z boson mass [36] to specify the absolute energy and

Measuring the Higgs sector
• (1) What is the Higgs boson mass? 

• Now measured to ~0.2% precision! 
 
 
 
 
 
 
 
 

• Completes parameters of SM!

• Combination shows no sign of discrepancy between γγ and ZZ
5

[Phys. Rev. Lett. 114, 191803 (2015)]



Measuring the Higgs sector
• (2) What is the Spin/CP state? 

• Spin 1 excluded by observation in H → γγ 
(Yang-Landau theorem)

• Several spin 2 variants (e.g. graviton-like) tested 

• All excluded at >95% CL

6

[Phys. Rev. Lett. 114, 191803 (2015)]Spin-0 with CP mixing
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DRAFT

sampling calorimeter with accordion geometry. The calorimeter is divided into a barrel section covering98

|⌘ | < 1.475 and two end-cap sections covering 1.375 < |⌘ | < 3.2. For |⌘ | < 2.5 it is divided into three99

layers in depth, which are finely segmented in ⌘ and �. An additional thin presampler layer, covering100

|⌘ | < 1.8, is used to correct for fluctuations in upstream energy losses. Hadronic calorimetry in the region101

|⌘ | < 1.7 uses steel absorbers and scintillator tiles as the active medium. Liquid argon calorimetry with102

copper absorbers is used in the hadronic end-cap calorimeters, which cover the region 1.5 < |⌘ | < 3.2.103

A forward calorimeter using copper or tungsten absorbers with liquid argon completes the calorimeter104

coverage up to |⌘ | = 4.9. The muon spectrometer (MS) measures the deflection of muon tracks with105

|⌘ | < 2.7, using three stations of precision drift tubes, with cathode strip chambers in the innermost layer106

for |⌘ | > 2.0. The deflection is provided by a toroidal magnetic field with an integral of approximately107

3 T-m and 6 T-m in the central and end-cap regions of the ATLAS detector, respectively. The muon108

spectrometer is also instrumented with separate trigger chambers covering |⌘ | < 2.4.109

3 Theoretical models110

In this section, the theoretical framework for measurements of the spin and parity of the resonance is111

discussed. An e↵ective field theory (EFT) approach is adopted in this note in order to describe the HVV112

interaction, following the Higgs boson characterisation model described in Refs. [6] and [5]. Di↵erent113

hypotheses for the Higgs boson spin and parity are studied. Three possible hypotheses for the spin and114

parity of the boson are considered: the hypothesis that the observed resonance is a spin-2 resonance, a115

pure spin-0 CP-even SM or CP-odd BSM Higgs boson, or a mixture of spin-0 CP-even and CP-odd states.116

The latter case would imply new physics with CP-violation in the Higgs sector. In the case of CP mixing,117

the Higgs boson would be a mass eigenstate, but not a CP eigenstate. In all cases, only one resonance118

with a mass of about 125 GeV is considered.119

The approach used by the Higgs boson characterisation model to describe the HVV interaction relies120

on an EFT, which by definition is only valid up to a certain energy scale, ⇤. This model assumes that121

the resonance structure corresponds to one new boson (X (JP ) with J = 0±, 1± or 2+, and with mass122

of 125 GeV), assuming that any other BSM particle exists at an energy scale larger than ⇤. The EFT123

approach has the advantage of being easily improved by adding higher dimensional operators in the124

Lagrangian. This e↵ectively corresponds to adding higher-order corrections following the same approach125

used in perturbation theory. The ⇤ cuto↵ scale is set to 1 TeV in this note to account for the experimental126

results obtained by the LHC and previous collider experiments that show no evidence of new physics at127

lower energy scales. More details can be found in Ref. [6].128

3.1 The spin-0 hypothesis129

In the spin-0 hypothesis, models with fixed spin and parity, and mixed models with BSM spin-0 CP-even130

and CP-odd contributions are considered. In the Higgs boson characterisation model the description of131

the spin-0 particle interaction with pairs of W and Z bosons is given through the following interaction132

Lagrangian:133

LV
0 =

(
c↵ SM

f
1
2gHZZ ZµZ µ + gHWWW+µW�µ

g
�1

4
1
⇤

f
c↵ HZZ Zµ⌫ Z µ⌫ + s↵ AZZ Zµ⌫ Z̃ µ⌫

g
(1)

� 1
2

1
⇤

f
c↵ HWWW+µ⌫W�µ⌫ + s↵ AWWW+µ⌫W̃�µ⌫

g)
X0.
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Signal Z Z⇤ tt̄, Z + jets Observedp
s = 7 TeV

4µ 0.95±0.09 0.65±0.03 0.14±0.06 3
2µ2e 0.47±0.05 0.29±0.02 0.53±0.12 1
2e2µ 0.62±0.06 0.45±0.02 0.13±0.05 2
4e 0.42±0.04 0.26±0.02 0.59±0.12 2
Total 2.46±0.24 1.65±0.09 1.39±0.26 8p

s = 8 TeV
4µ 5.53±0.55 3.36±0.17 0.97±0.18 13
2µ2e 2.89±0.29 1.59±0.10 0.52±0.12 8
2e2µ 3.70±0.37 2.33±0.11 0.84±0.14 9
4e 2.61±0.27 1.44±0.09 0.52±0.11 7
Total 14.72±1.48 8.72±0.47 2.85±0.39 37

Table 4: Expected signal and background yields, and observed events in data, in the 115 < m4l < 130 GeV signal
region.

Figure 3: Definitions of angular observables sensitive to the spin and parity of the decaying resonance in H !
Z Z⇤ ! 4l decay.

The choice of production and decay angles used in this analysis is presented in Figure 3, where the525

following definitions are used:526

• ✓1 and ✓2 are defined as the angles between negative final state leptons and the direction of flight of527

their respective Z-bosons, in the four-lepton rest frame;528

• � is the angle between the decay planes of four final state leptons expressed in the four-lepton rest529

frame;530

• �1 is the angle defined between the decay plane of the leading lepton pair and a plane defined by531

the vector of the Z1 (the Z boson associated to the leading lepton pair decay) in the four-lepton rest532

frame and the positive direction of the collision axis;533

• ✓⇤ is the production angle of the Z1 defined in the four-lepton rest frame.534
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• More tests for spin 0,  
probing additional couplings 
(BSM CP-odd or CP-even)

• SM alternatives  
disfavored 

• In the future these tests 
can be all integrated in  
more generic coupling fits  



Measuring the Higgs sector
• (3) What are the Higgs boson couplings? 

• Use LO motivated “kappa” framework (κX scalings)  
 
 
 

• Each channel: 

• i → H: production, H → f decay mode

• Explore as many channels to simultaneously determine the 
kappas!

7

5. Coupling-strength fits

In the previous section signal-strength parameter µ f
i for a given Higgs boson production or decay mode

is discussed. For a measurement of Higgs boson coupling strengths, production and decay modes cannot
be treated independently, as each observed process involves at least two Higgs boson coupling strengths.
Scenarios with a consistent treatment of coupling strengths in production and decay modes are studied in
this section. All uncertainties on the best-fit values shown take into account both the experimental and the-
oretical systematic uncertainties. For selected benchmark models a breakdown of parameter uncertainties
in statistical uncertainties and in experimental and theoretical systematic uncertainties is presented.

5.1. Framework for coupling-strength measurements

Following the leading-order (LO) tree-level-motivated framework and benchmark models recommended
in Ref. [11], measurements of Higgs boson coupling-strength scale factors  j are implemented for the
combination of all analyses and channels summarised in Table 3.

5.1.1. Structure and assumptions of the framework for benchmark models

The framework is based on the assumption that the signals observed in the di↵erent channels originate
from a single narrow resonance with a mass near 125.36 GeV. The case of several, possibly overlapping,
resonances in this mass region is not considered. Unless otherwise noted, the Higgs boson production
and decay kinematics are assumed to be compatible with those expected for a SM Higgs boson, similar
to what was assumed for the signal-strength measurements of Section 4.

The width of the assumed Higgs boson near 125.36 GeV is neglected in the Higgs boson propagator, i.e.
the zero-width approximation is used. In this approximation, the cross section �(i ! H ! f ) for on-shell
measurements can always be decomposed as follows:

�(i ! H ! f ) =
�i ( j) · �f ( j)
�H( j)

(7)

where �i is the Higgs boson production cross section through the initial state i , �f its the partial decay
width into the final state f and �H the total width of the Higgs boson. The index j runs over all Higgs
boson couplings. The components of �i , �f , and �H of Eq. (7) are expressed in scale factors  j of the
Higgs boson coupling strengths to other particles j that are motivated by the leading-order processes that
contribute to production or decay, and are detailed in Section 5.1.2. All scale factors are defined such
that a value of  j = 1 corresponds to the best available SM prediction, including higher-order QCD and
EW corrections. This higher-order accuracy is generally lost for  j , 1, nevertheless higher-order QCD
corrections approximately factorise with respect to coupling rescaling and are accounted for wherever
possible.

Modifications of the coupling scale factors change the Higgs boson width �H( j) by a factor 2H( j) with
respect to the SM Higgs boson �SM

H ,

�H( j) = 2H( j) · �SM
H ,

26
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Figure 7: Feynman diagrams of Higgs boson production via (a) the ggF and (b) VBF production processes.
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Figure 8: Feynman diagrams of Higgs boson production via (a) the qq̄ ! VH and (b,c) gg ! ZH production
processes.

the Z boson is always radiated from the fermion loop and the Higgs boson is either radiated directly
from the fermion loop (Fig. 8b), or is radiated from the outgoing Z boson (Fig. 8c). The cross section of
gg! ZH production is sensitive to the relative sign between t and Z due to interference between these
contributions.

The ttH production process (Fig. 9a) directly probes the Higgs boson coupling strength to top quarks,
parameterised in the framework with the scale factor t . Tree-level tH production, comprising the pro-
cesses qg ! tHbq0 (Fig. 9b, 9c) and gb ! WtH (Fig. 9d, 9e), is included as background to events in
all reconstructed ttH categories, and has for SM Higgs boson coupling strengths a large destructive in-
terference between contributions where the Higgs boson is radiated from the W boson and from the top
quark. The SM cross section for tH production is consequently small, about 14% of the ttH cross section.
However, for negative t the interference becomes constructive and, following Table 9, the cross section
increases by a factor of 6 (13) for | t | = | W | = 1 for the gb ! WtH (qg ! tHbq0) process, making the
tH process sensitive to the relative sign of the W and top-quark coupling strength, despite its small SM
cross section.

The bbH (Fig. 9a) production process directly probes the Higgs boson coupling strength to b-quarks, with
scale factor b. Simulation studies using bbH samples produced in the four-flavour scheme [26, 47] have
shown that the ggF samples are a good approximation for bbH production for the most important analysis
categories, therefore bbH production is always modelled using simulated ggF events (see Section 2.10).

The combined input channels probe seven Higgs boson decay modes. Five of these decay modes, H !
WW⇤, H ! ZZ⇤, H ! bb̄, H ! ⌧⌧, and H ! µµ each probe a single coupling-strength scale factor to
either a gauge boson (Fig. 10a) or to a fermion (Fig. 10b). The remaining two decay modes, H ! �� and
H ! Z� are characterised by the interference between W boson or top-quark loop diagrams (Fig. 11).
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κg

-  Assuming narrow width approximation 

-  Assume the same tensor structure of the SM Higgs boson : JCP = 0++ 

-  Link to an effective Lagrangian and use scale factors 

Further re-parameterization of the ns
c yields per categories 

Coupling Properties Measurements 

Parametrize µi and µf as a function of κ’s 

For example, the main contribution (ggF) to the gg channel can be written as: 



Channels investigated in ATLAS

8

in preparation

planned

for the simulation of the underlying event, parton showering and hadronisation (referred to as the shower-
ing program). The Higgs boson transverse momentum distribution from ggF production is reweighted
to match the calculation of HRes2.1 [41, 42], which includes QCD corrections up to the next-to-next-
to-leading order (NNLO) and next-to-next-to-leading logarithm (NNLL) in perturbative expansions. Fur-
thermore, ggF events with two or more jets are reweighted to match the transverse momentum distribution
from MiNLO HJJ predictions [43]. The WH and ZH (qq̄! ZH) production processes are simulated with
the leading-order (LO) Pythia8 program. The gg ! ZH process contributes approximately 8% to the
total ZH production cross section in the SM. For most of the analyses, the process is modelled using
qq̄ ! ZH of Pythia8. Only the VH analysis in the H ! bb̄ decay mode specifically models gg ! ZH
production using Powheg [36–38] interfaced to Pythia8. The ttH process is modelled using the NLO
calculation in the HELAC-Oneloop package [44] interfaced to Powheg and Pythia8 for the subsequent
simulation. The tH production process is simulated using MadGraph [45] interfaced to Pythia8 for
qb ! tHq0 and using MadGraph5_aMC@NLO [26] interfaced to Herwig++ [46] for gb ! WtH. The
bbH production process contributes approximately 1% [47] to the total Higgs boson cross section in the
SM. It is simulated with the MadGraph5_aMC@NLO program for some analyses. The event kinematics
of ggF and bbH production are found to be similar for analysis categories that are most important for
bbH. Thus the e�ciency for bbH is assumed to be the same as for ggF for all analyses. The PDF sets
used in the event generations are CT10 [48] and CTEQ6L1 [49]. All Higgs boson decays are simulated
by the showering programs. The predicted Higgs boson yields in the SM are calculated using the cross
sections and branching ratios shown in Table 1.

Table 2: Summary of event generators, showering programs and PDF sets used to model the Higgs boson production
and decays at

p
s = 8 TeV.

Production Event Showering PDF
process generator program set

ggF Powheg Pythia6/Pythia8 CT10
VBF Powheg Pythia6/Pythia8 CT10
WH Pythia8 Pythia8 CTEQ6L1
ZH : qq̄! ZH Pythia8 Pythia8 CTEQ6L1
ZH : gg! ZH Powheg Pythia8 CT10
ttH Powheg Pythia8 CT10
bbH MadGraph5_aMC@NLO Herwig++ CT10
tH : qb! tHq0 MadGraph Pythia8 CT10
tH : gb! WtH MadGraph5_aMC@NLO Herwig++ CT10

Throughout this paper, the signal-strength parameter µ is defined as the ratio of the measured Higgs boson
yield to its SM expectation:

µ =
� ⇥ BR

(� ⇥ BR)SM
. (1)

Here � is the production cross section of the Higgs boson. For a specific production process i and decay
channel f , i.e., i! H ! f , the signal-strength parameter is labelled as µ f

i and can be factorised in terms
of the signal strengths of production (µi) and decay (µ f ):

µ f
i =

�i ⇥ BR f

(�i ⇥ BR f )SM
⌘ µi ⇥ µ f , with µi =

�i

(�i)SM
and µ f =

BR f

(BR f )SM
. (2)
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Total Higgs decay width

9

• In most generic models, try to determine also BRi.,u.  
(invisible or undetected BR), which modifies ΓH  
 

• ΓH can’t be measured directly at  
the LHC.

• However, can measure absolute  
couplings if ΓH is indirectly constrained.

where 2H( j) is the sum of the scale factors 2j weighted by the corresponding SM branching ratios. The
total width of the Higgs boson increases beyond modifications of  j if invisible or undetected Higgs boson
decays4 occur that are not present in the SM. Including a Higgs boson branching fraction BRi.,u. to such
invisible or undetected decays, the full expression for the assumed Higgs boson width becomes

�H( j,BRi.,u.) =
2H( j)

(1 � BRi.,u.)
�SM

H . (8)

As BRi.,u. scales all observed cross-sections of on-shell Higgs boson production �(i ! H ! f ), some
assumption about invisible decays must be made to be able to interpret these measurements in terms of
absolute coupling-strength scale factors  j. The signal-strength measurements of o↵-shell Higgs boson
production [24], on the other hand, is assumed to only depend on the coupling-strength scale factors and
not on the total width [55, 56], i.e.

�o↵(i ! H⇤ ! f ) ⇠ 2i,o↵ · 2f ,o↵ (9)

where the additional assumption of non-running coupling-strength scale factors,  j,o↵ =  j,on allows �H to
be constrained using using Eq. (8), from a simultaneous measurement of on-shell and o↵-shell measure-
ments. While this assumption of non-running coupling-strength scale factors cannot hold universally for
ggF and VBF production without violating unitarity, it is assumed to hold in the region of phase space of
the o↵-shell H⇤ ! WW and H⇤ ! ZZ measurements described in Section 2.9 which is relatively close to
the on-shell regime [69]. Alternatively, ratios of coupling-strength scale factors can be measured without
assumptions on the Higgs boson total width, as the identical contributions of �H to each coupling strength
cancel in any ratio of these.

Finally, only modifications of coupling strengths, i.e. of absolute values of coupling strengths, are taken
into account, while the tensor structure of the couplings is assumed to be the same as in the SM. This
means in particular that the observed state is assumed to be a CP-even scalar as in the SM. This assumption
was tested by both the ATLAS [28] and CMS [68] Collaborations.

5.1.2. Characterisation of the input measurements in terms of coupling strengths

The combined input channels described in Table 3 probe eight di↵erent production processes: �(ggF),
�(VBF), �(WH), �(qq̄ ! ZH), �(gg ! ZH), �(bbH), �(ttH), and �(tH) whose SM cross sections are
listed in Table 1.5 Table 9 summarises the Higgs boson coupling-strength characteristics of all production
processes and lists the rate scaling behaviour in terms of Higgs boson coupling-strength scale factors.

The ggF production process (Fig. 7a) involves a loop process at lowest order, with contributions from
t- and b-quark loops and a small interference between them. The VBF production (Fig. 7b) process
probes a combination of W and Z coupling-strength scale factors, with a negligible amount (⌧ 0.1%)
of interference between these tree-level contributions.

The qq̄ ! WH and qq̄ ! ZH processes (Fig. 8a) each probe a single coupling strength, with scale
factors W and Z , respectively. The gluon-initiated associated production of a Higgs boson with a Z
boson, �(gg ! ZH), is characterised by gluon-fusion-style production involving t, b-quark loops where

4 Invisible final states can be directly searched for through the Emiss
T signature [32]. An example of an undetected mode would

be a decay mode to multiple light jets, which presently cannot be distinguished from multijet backgrounds.
5 The ZH production cross section quoted in Table 1 comprises both the qq̄! ZH and gg! ZH processes.
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5. Coupling-strength fits

In the previous section signal-strength parameter µ f
i for a given Higgs boson production or decay mode

is discussed. For a measurement of Higgs boson coupling strengths, production and decay modes cannot
be treated independently, as each observed process involves at least two Higgs boson coupling strengths.
Scenarios with a consistent treatment of coupling strengths in production and decay modes are studied in
this section. All uncertainties on the best-fit values shown take into account both the experimental and the-
oretical systematic uncertainties. For selected benchmark models a breakdown of parameter uncertainties
in statistical uncertainties and in experimental and theoretical systematic uncertainties is presented.

5.1. Framework for coupling-strength measurements

Following the leading-order (LO) tree-level-motivated framework and benchmark models recommended
in Ref. [11], measurements of Higgs boson coupling-strength scale factors  j are implemented for the
combination of all analyses and channels summarised in Table 3.

5.1.1. Structure and assumptions of the framework for benchmark models

The framework is based on the assumption that the signals observed in the di↵erent channels originate
from a single narrow resonance with a mass near 125.36 GeV. The case of several, possibly overlapping,
resonances in this mass region is not considered. Unless otherwise noted, the Higgs boson production
and decay kinematics are assumed to be compatible with those expected for a SM Higgs boson, similar
to what was assumed for the signal-strength measurements of Section 4.

The width of the assumed Higgs boson near 125.36 GeV is neglected in the Higgs boson propagator, i.e.
the zero-width approximation is used. In this approximation, the cross section �(i ! H ! f ) for on-shell
measurements can always be decomposed as follows:

�(i ! H ! f ) =
�i ( j) · �f ( j)
�H( j)

(7)

where �i is the Higgs boson production cross section through the initial state i , �f its the partial decay
width into the final state f and �H the total width of the Higgs boson. The index j runs over all Higgs
boson couplings. The components of �i , �f , and �H of Eq. (7) are expressed in scale factors  j of the
Higgs boson coupling strengths to other particles j that are motivated by the leading-order processes that
contribute to production or decay, and are detailed in Section 5.1.2. All scale factors are defined such
that a value of  j = 1 corresponds to the best available SM prediction, including higher-order QCD and
EW corrections. This higher-order accuracy is generally lost for  j , 1, nevertheless higher-order QCD
corrections approximately factorise with respect to coupling rescaling and are accounted for wherever
possible.

Modifications of the coupling scale factors change the Higgs boson width �H( j) by a factor 2H( j) with
respect to the SM Higgs boson �SM

H ,

�H( j) = 2H( j) · �SM
H ,
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• enters as global  
rescaling factor.
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Figure 3: Total width of a standard model Higgs boson [12] and detector resolu-
tion in H → γγ and H → ZZ [3]
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The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and
WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,
the interference between them, VV production in association with two jets through VBF and VH-like
production modes pp! VV + 2 j (s-, t- and u-channel) and the qq̄! VV background. The LO Feynman
diagrams for the gg ! H⇤ ! VV signal, the continuum gg ! VV background and the dominant
irreducible qq̄! VV background are depicted in Fig. 1. The WW ! e⌫ µ⌫ channel also receives sizeable
background contributions from tt̄ and single-top production. In the following a Higgs boson mass of
mH = 125.5 GeV, close to the ATLAS-measured Higgs boson mass value of 125.36 GeV [11], is assumed
for the o↵-shell signal processes. This small di↵erence has a negligible impact on the predicted o↵-shell
production yields.

Figure 2 illustrates the size and kinematic properties of the gluon-induced signal and background pro-
cesses by showing the four-lepton invariant mass (m4`) distribution for the gg ! (H⇤ !)ZZ ! 2e2µ
processes after applying the event selections in the ZZ ! 4` channel (see Sect. 3) on generator-level
quantities. The process gg ! (H⇤ !)ZZ ! 2e2µ is shown for the SM µo↵-shell = 1 case and for an
increased o↵-shell signal with µo↵-shell = 10. For low masses mZZ < 2mZ the o↵-shell signal is negligible,
while it becomes comparable to the continuum gg! ZZ background for masses above the 2mt threshold.
The interference between the gg ! H⇤ ! ZZ signal and the gg ! ZZ background is negative over
the whole mass range. A very similar relation between the gg ! H⇤ ! VV signal and the gg ! VV
background is also seen for the gg! (H⇤ !)ZZ ! 2`2⌫ and gg! (H⇤ !)WW ! e⌫ µ⌫ processes.
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Figure 2: (a) Di↵erential cross-sections as a function of the four-lepton invariant mass m4` in the range of
100 GeV < m4` < 1000 GeV for the gg ! (H⇤ !)ZZ ! 2e2µ channel at the parton level, for the gg ! H⇤ ! ZZ
signal (solid line), gg! ZZ continuum background (dots), gg! (H⇤ !)ZZ with SM Higgs boson coupling (long-
dashed line, including signal plus background plus interference) and gg ! (H⇤ !)ZZ with µo↵-shell = 10 (dashed
line). (b) Di↵erential cross-section as a function of m4` in the range of 130 GeV < m4` < 1000 GeV for the SM
gg ! H⇤ ! ZZ ! 2e2µ signal (solid line) and its interference with the gg ! ZZ ! 2e2µ continuum background
(dashed line).
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Measurement of Higgs couplings
The measurement of the absolute Higgs couplings requires to constraint 
the total Higgs boson decay width:

● Upper limit from fulfilling unitarity in WW scattering (valid for arbitrary 
number of Higgs singlets and doublets)

→ g2(H,W) ≤ g2(H,W,SM)

● Lower limit from sum of all visible decay widths

For low Higgs boson masses, >50% of the Higgs 
decays are in b-quarks.

Measuring H → bb decays is crucial to 
constraint all Higgs couplings!

ΓH≥ΓW+ΓZ+Γg+Γτ+Γb

kV  1

(2) use off-shell/ 
on-shell coupling  
measurement  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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤58

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,59

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent60

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated61

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The62

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.63

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:64

65

µon-shell ⌘
�gg!H!VV

on-shell

�gg!H!VV
on-shell, SM

=
2g,on-shell · 2V,on-shell

�H/�SM
H

, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio66

of µo↵-shell and µon-shell provides a measurement of the total width of the Higgs boson. This assumption is67

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production68

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-69

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current70

sensitivity of the analysis only an upper limit on the total width �H can be determined, for which the71

weaker assumption72

g,on-shell · V,on-shell  g,o↵-shell · V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed73

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings74

i,o↵-shell does not modify the predictions for the SM backgrounds. Nor are there either sizeable kinematic75

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated76

to an enhanced o↵-shell signal strength [18, 24].77

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-78

order QCD calculations are available for the gg ! VV background process, which is evaluated at the79

Leading-Order (LO). Therefore the results are given as a function of the unknown K-factor for the gg !80

VV background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively81

in the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables82

and the event selections are designed to minimise the dependence on the boost of the VV system, which83

is sensitive to the jet multiplicity.84

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and85

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,86

the interference between them, VV production through VBF and VH-like production modes pp! VV +87

2 j (s-, t- and u-channel) and the qq̄ ! VV background. The LO Feynman diagrams for the gg ! H⇤ !88

VV signal, the continuum gg! VV background and the dominant irreducible qq̄! VV background are89

depicted in Fig. 1. The WW ! e⌫ µ⌫ channel also receives sizeable background contributions from tt̄90

and single-top production. In the following a Higgs boson mass of mH = 125.5 GeV, close to the ATLAS91

measured Higgs boson mass value of 125.36 GeV [11], is assumed for the signal processes. This small92

di↵erence has a negligible impact on the predicted o↵-shell production yields.93

Figure 2 illustrates the size and kinematic properties of the gluon-induced signal and background pro-94

cesses by showing the four-lepton invariant mass (m4`) distribution for the gg ! (H⇤ !)ZZ ! 2e2µ95

processes after applying the event selections in the ZZ ! 4` channel (see Section 3) on generator-level96

quantities. The process gg ! (H⇤ !)ZZ ! 2e2µ is shown for the SM µo↵-shell = 1 case and for an97
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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤58

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,59

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent60

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated61

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The62

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.63

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:64

65

µon-shell ⌘
�gg!H!VV

on-shell

�gg!H!VV
on-shell, SM

=
2g,on-shell · 2V,on-shell

�H/�SM
H

, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio66

of µo↵-shell and µon-shell provides a measurement of the total width of the Higgs boson. This assumption is67

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production68

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-69

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current70

sensitivity of the analysis only an upper limit on the total width �H can be determined, for which the71

weaker assumption72

g,on-shell · V,on-shell  g,o↵-shell · V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed73

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings74

i,o↵-shell does not modify the predictions for the SM backgrounds. Nor are there either sizeable kinematic75

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated76

to an enhanced o↵-shell signal strength [18, 24].77

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-78

order QCD calculations are available for the gg ! VV background process, which is evaluated at the79

Leading-Order (LO). Therefore the results are given as a function of the unknown K-factor for the gg !80

VV background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively81

in the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables82

and the event selections are designed to minimise the dependence on the boost of the VV system, which83

is sensitive to the jet multiplicity.84

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and85

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,86

the interference between them, VV production through VBF and VH-like production modes pp! VV +87

2 j (s-, t- and u-channel) and the qq̄ ! VV background. The LO Feynman diagrams for the gg ! H⇤ !88

VV signal, the continuum gg! VV background and the dominant irreducible qq̄! VV background are89

depicted in Fig. 1. The WW ! e⌫ µ⌫ channel also receives sizeable background contributions from tt̄90

and single-top production. In the following a Higgs boson mass of mH = 125.5 GeV, close to the ATLAS91

measured Higgs boson mass value of 125.36 GeV [11], is assumed for the signal processes. This small92

di↵erence has a negligible impact on the predicted o↵-shell production yields.93

Figure 2 illustrates the size and kinematic properties of the gluon-induced signal and background pro-94

cesses by showing the four-lepton invariant mass (m4`) distribution for the gg ! (H⇤ !)ZZ ! 2e2µ95

processes after applying the event selections in the ZZ ! 4` channel (see Section 3) on generator-level96

quantities. The process gg ! (H⇤ !)ZZ ! 2e2µ is shown for the SM µo↵-shell = 1 case and for an97
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1. Introduction26

The observation of a new particle in the search for the Standard Model (SM) Higgs boson at the LHC,27

reported by the ATLAS [1] and CMS [2] Collaborations, is a milestone in the quest to understand elec-28

troweak symmetry breaking. Precision measurements of the properties of the new boson are of critical29

importance. Among its key properties are the couplings to each of the SM fermions and bosons, for which30

ATLAS and CMS presented results in Refs. [3, 4], and spin/CP properties, studied by ATLAS and CMS31

in Refs. [5, 6].32

The studies in Refs. [7–10] have shown that the high mass o↵-peak regions beyond 2mV (V = Z,W),33

well above the measured resonance mass of about 125 GeV [4, 11], in the H ! ZZ and H ! WW34

channels are sensitive to Higgs boson production through o↵-shell and background interference e↵ects.35

This presents a novel way of characterising the properties of the Higgs boson in terms of the o↵-shell36

yields normalised to the SM prediction (referred to as signal strength µ) and the associated o↵-shell Higgs37

boson couplings. Such studies provide sensitivity to new physics that alters the interactions between the38

Higgs boson and other fundamental particles in the high-mass region [12–18]. This approach was used39

by the CMS collaboration [19] to set an indirect limit on the total width. The analysis presented in this40

paper is complementary to direct searches for Higgs boson to invisible decays [20, 21] and to constraints41

coming from the Higgs boson coupling tests [3, 4].42

This paper presents an analysis of the o↵-shell signal strength in the ZZ ! 4`, ZZ ! 2`2⌫ and43

WW ! e⌫ µ⌫ final states (` = e, µ). It is structured as follows: Section 2 discusses the key theoret-44

ical considerations and the simulation of the main signal and background processes. Sections 3, 4 and45

5 give details for the analysis in the ZZ ! 4`, ZZ ! 2`2⌫ and WW ! e⌫ µ⌫ final states, respectively.46

The dominant systematic uncertainties are discussed in Section 6. Finally the results of the individual47

analyses and their combination are presented in Section 7.48

The ATLAS detector is described in Ref. [22]. The present analysis is performed on pp collision data49

corresponding to an integrated luminosity of 20.3 fb-1 at a collision energy of
p

s = 8 TeV.50

2. Theoretical predictions and simulated samples51

The production cross section for the o↵-shell Higgs boson with subsequent decay into vector-boson pairs1,52

�gg!H⇤!VV
o↵-shell , is proportional to the product of the Higgs boson couplings squared for production and decay.53

However, unlike the on-shell Higgs boson production, �gg!H⇤!VV
o↵-shell is independent of the total Higgs boson54

decay width �H [7,8]. Using the framework for Higgs boson coupling deviations as described in Ref. [23],55

the o↵-shell signal strength in the high-mass region selected by the analysis described in this paper at an56

energy scale ŝ, µo↵-shell(ŝ), can be expressed as:57

µo↵-shell(ŝ) ⌘ �
gg!H⇤!VV
o↵-shell (ŝ)

�gg!H⇤!VV
o↵-shell, SM (ŝ)

= 2g,o↵-shell(ŝ) · 2V,o↵-shell(ŝ) , (1)

1 In the following the notation gg ! (H⇤ !)VV is used for the full signal+background process for VV = ZZ and WW
production, including the Higgs boson signal (S) gg ! H⇤ ! VV process, the continuum background (B) gg ! VV process
and their interference. For Vector Boson Fusion (VBF) production, the analogous notation VBF (H⇤ !)VV is used for the full
signal plus background process, with VBF H⇤ ! VV representing the Higgs boson signal and VBF VV for the background.
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g

g

H⇤

V

V

t, b

(a)

V

V

g

g

q

(b)

q̄

q V

V

(c)

Figure 1: The leading order Feynman diagrams for the gg ! H⇤ ! VV signal (a), the continuum gg ! VV
background (b) and the qq̄! VV background (c).

increased o↵-shell signal with µo↵-shell = 10. For low masses mZZ < 2mZ the o↵-shell signal is negligible,98

while it becomes comparable to the continuum gg! ZZ background for masses above the 2mt threshold.99

The interference between the gg ! H⇤ ! ZZ signal and the gg ! ZZ background is negative over100

the whole mass range. A very similar relation between the gg ! H⇤ ! VV signal and the gg ! VV101

background is also seen for the gg! (H⇤ !)ZZ ! 2`2⌫ and gg! (H⇤ !)WW ! e⌫ µ⌫ processes.102
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Figure 2: (a) Di↵erential cross-sections as a function of m4` in the range of 100 GeV < m4` < 1000 GeV for the
gg ! (H⇤ !)ZZ ! 2e2µ channel at the parton level, for the gg ! H⇤ ! ZZ signal (red solid line), gg ! ZZ
continuum background (thick brown dotted line), gg! (H⇤ !)ZZ with SM Higgs coupling (magenta long dashed
line, including signal plus background plus interference) and gg ! (H⇤ !)ZZ with µo↵-shell = 10 (blue long
dashed line). (b) Di↵erential cross-section as a function of m4` in the range of 130 GeV < m4` < 1000 GeV for
the gg ! H⇤ ! ZZ ! 2e2µ signal (solid red line) and its interference with the gg ! ZZ ! 2e2µ continuum
background (black dashed line).

The detector simulation for most generated Monte Carlo (MC) event samples is performed using Geant4 [26,103

27]. Some background MC samples in the WW ! e⌫ µ⌫ analysis for processes with large cross sections104
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Both (1) and (2) introduce some model dependence.
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Limits on ΓΗ
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• Makes it crucial to measure  
precisely dominant decays

• BR(H → bb) ~ 57% 

• Uncertainty on H → bb will  
impact precision of all  
couplings

ΓH→Z∗Z∗→4f = 3 · ΓH→νeνeνµνµ + 3 · ΓH→ee+µµ+ + 9 · ΓH→νeνeµµ+

+ 3 · ΓH→νeνeνeνe + 3 · ΓH→ee+ee+

+ 6 · ΓH→νeνeuu + 9 · ΓH→νeνedd + 6 · ΓH→uuee+ + 9 · ΓH→ddee+

+ 1 · ΓH→uucc + 3 · ΓH→ddss + 6 · ΓH→uuss + 2 · ΓH→uuuu

+ 3 · ΓH→dddd ,

ΓWW/ZZ−int. = 3 · ΓH→νee
+eνe − 3 · ΓH→νeνeµµ+ − 3 · ΓH→νee

+µν̄µ

+ 2 · ΓH→uddu − 2 · ΓH→uuss − 2 · ΓH→udsc .

2.1.2 BR Results for Higgs masses

In this section we provide results for the BRs of the SM Higgs boson, using a particularly fine grid of
mass points close to MH = 126 GeV. The results are generated and presented in complete analogy to
the predictions in Refs. [14], including the error estimates for each BR. In the error estimates, we have
identified and removed inconsistencies in the calculation of the numbers presented in Refs. [14]. The
corresponding changes in the error estimate are at the level of one percent for mH > 135 GeV. For
mH > 500 GeV the changes increase for some decay modes, in particular for H → tt. The central
values of the BRs are not affected.

The fermionic decay modes are shown in Table A.1 to Table A.7. The bosonic decay modes
together with the total width are given in Table A.8 to Table A.14. The same information (including the
full uncertainty) is also presented graphically in Figure 2 for the low-mass region (left) and for the full
mass range (right).
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Fig. 2: Higgs branching ratios and their uncertainties for the low mass range (left) and for the full mass range

(right).

2.1.3 BR Correlations for Higgs masses close to 126 GeV

In this section, we focus on the error correlations for the different BRs. The reason for the correlations is
two-fold: Varying the input parameters within their error bands will induce shifts of the different partial
widths and the resulting BRs in a correlated way. Moreover, there is trivial correlation between the BRs

5

[GP et al (Higgs Cross Section WG), CERN-2013-004]
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Where to look for H to bb
• Despite high BR, H to bb observation is 

challenging.

• Gluon fusion mode 

• Hopeless. Οverwhelming multi-jet background.

• Weak boson fusion 

• Marginal sensitivity 
(CMS: 0.8σ in Run-1).

• Difficult to trigger on  
(improved VBF trigger for Run-2)

12

WH/ZH

• Higgs-strahlung mode (WH/ZH)

• Exploit leptonic signature of  W/Z (trigger events + suppress multi-jet backgrounds).

• Main search channel for H to bb!

• ttH  

• Very challenging (jet combinatorics, high backgrounds), but interesting to measure κt.



The VH → Vbb analysis…
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The VH analysis
• Three leptonic signatures:

• Missing ET

• 1-lepton

• 2-leptons

• Main analysis selection criteria:  
 
 
 
 
 
 
 
 

14

1-lepton 2-lepton 0-lepton

• Jets reconstructed  
with an AntiKt4  
jet algorithm.

• Leading two jets in pT 
used to form  
Higgs candidate.  

225 GeV
27 GeV

2 2σ x BR [fb]:                           131                                               15                                           44

2100 GeV

V=W/Z

Acceptance:                        ~4.2%                                        ~13.4%                                     ~4.0%



Main backgrounds

15

“H”

Z/W+2  
“light” jets

,c
,c

Z/W+bb/cc

W+c-jet  

“H”

“H”

ttbar (single- or 
dileptonic)

“H”



Strategies for background 
suppression: (1) b-tagging

2

• Suppress non b-jet 
backgrounds

• Analysis sub-divided into 
multiple b-tagging regions, 
to enhance  
sensitivity.

Tighter b-tagging 16



Strategies for background 
suppression: (2) mbb

2

• VH signal peaks  
at mbb ~125 GeV

• Non-resonant backgrounds 
from W/Z+jets, ttbar and 
single-top

• Resonant VZ to Vbb 
background at mbb ~90 GeV

• Use mbb side-bands for data-
driven estimate of 
backgrounds

17

Z+jets
W+jets

ttbar



Strategies for background 
suppression: (3) jet multiplicity

2

• VH signal mostly in the 2 jet region (jet veto),  
ttbar background mostly in 3 jet region

• Separating them out (1) improves sensitivity  
(2) allows to determine ttbar background normalization from data

2 jets

3 jets

18



ATLAS expectations in 2000…
• Median expected  

significance: ~2σ

• But S/B ~ 1-2%

• Almost hopeless!

• Many advancements since 
then:

1. “Boosted” regime

2. High-performance b-tagging

3. Improved mbb resolution

4. Multivariate analysis 
techniques19

3.1.1 Past feasibility studies

First feasibility studies performed in ATLAS with optimistic assumptions before start of data
taking [14, 15] showed that only a marginal sensitivity to Higgs boson decays to b-quarks can be
achieved using a simple inclusive analysis. The predicted di-b-jet invariant mass spectrum for the
Higgs signal and backgrounds is shown in Fig. 2. After applying a mass window cut to select signal
events the expected statistical sensitivity for a Higgs boson with a mass of ⇡ 120 GeV, slightly
below the presently experimentally measured value, was estimated to be ⇡ 2� after 30 fb�1 of
LHC data collected at

p
s = 14 TeV, with a very low signal to background ratio of ⇡ 1.3%. With

such a small signal-to-background ratio, any systematic uncertainty on the background higher than
1 � 2%, which is very challenging to obtain, would dilute any sensitivity in this channel.

Figure 2: Mass distribution expected for
the WH signal, WZ and all remaining
backgrounds in the inclusive WH ! `⌫bb̄
analysis, assuming L = 30 fb�1 at

p
s =

14 TeV (from Ref. [14]).

Higgs mass [GeV]
0 20 40 60 80 100120140160180200

E
ve

n
ts

 /
 (

 1
0
 G

e
V

 )

0

2

4

6

8

10

12

14

16

18
signal

WZ
ttbar

Wt
W+jet

 > 10 %
bkg
oth

+Lsig
oth

L

sig

oth
L

0 20 40 60 80 100120140160180200
0

2

4

6

8

10

12

14

16

18

Figure 3: Mass distribution expected for
the WH signal and all backgrounds in the
boostedWH ! `⌫bb̄ analysis, assuming L =
30 fb�1 at

p
s = 14 TeV (from Ref. [17]).

Several years later, in 2008, a particle level study performed by a small joint group of theo-
rists and experimentalists [16] suggested that focusing the V H analyses on the boosted kinematic
configurations where the Higgs and the vector boson are emitted at high transverse momenta
(pT > 200 GeV) could significantly enhance the signal purity and, thus, despite selecting only a
small fraction of the Higgs signal (⇡ 5 %), result in an improved sensitivity, in particular once
realistic levels of background uncertainties are considered. After this first study, a more detailed
detector-level study was needed to test the feasibility of this idea, in particular with respect to
including a realistic estimate of jet resolution and b-tagging performance.

This was an ideal place to apply and test the new vertexing and b-tagging techniques I had
developed during the first two years of my PhD thesis and which have now become standard tools in
ATLAS. Therefore I performed the first realistic detector level study for the new proposed scenario
and re-evaluated the ATLAS discovery potential in the WH ! l⌫bb̄ channel, while collegues did
the same for the other ZH channels. This study, which was published in Ref. [18], confirmed that
a significantly better signal purity and thus discovery sensitivity can be obtained by exploiting
the newly proposed boosted phase space region, even after having considered more realistic jet

4

[E. Richter-Was, ATL-PHYS-2000-024]

WH signal

√s = 14 TeV, L=30 fb-1

εb=60%,εc=10%,εl=1%



1. “Boosted” regime…
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The “boosted” regime

2

• Require high pT(V) / pT(H)

• Small bb opening angle  

• H and V back-to-back

• Backgrounds (especially ttbar) 
significantly suppressed

August 1, 2015 19:39 World Scientific Review Volume - 9in x 6in ws-higgs

Search for the Higgs boson in the bb̄ final state at the LHC 15
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Fig. 1.5. Sketches representing the typical topological configurations in which the tt̄

background mimics the WH ! `⌫bb̄ signal selection for low (a) and high (b) pT (W ).
The circle with the “H” inside denotes the jet pairing that satisfies the H ! bb̄ candidate
selection.

even if the two top quarks are most often produced back-to-back, the large367

top mass (m
top

⇠ 173 GeV) allows each b-quark to be almost equally dis-368

tributed in the r� plane, such that combinations with almost any value369

of angular separation of the two resulting b-jets and where mb¯b happens370

to be around mH are easily possible. Since b-tagging suppresses contri-371

butions where jets not corresponding to real b-jets are picked up as decay372

candidates of the Higgs boson, this turns out to be the leading background373

component. At high pT (V ) (Figure 1.5(b)) a new regime is entered. Once374

a high pT W boson is selected, with pT comparable or above the top quark375

mass, both top quarks are forced into a configuration where they are highly376

boosted and recoil against each other. In this kinematic configuration it is377

very di�cult for the two real b-jets originating from the two back-to-back378

and boosted top decays to be produced with small angular separation, and379

so an upper selection cut on the angular separation �R(bb̄) can e�ciently380

suppress the leading component of the background. As a consequence, at381

high pT (V ) the largest residual contribution to the background from tt̄382

events is due to b+c-jet combinations entering the Higgs boson candidate383

selection, where both jets originate from the decay of the same top quark,384

the c-jet through the decay of the intermediate W boson (t ! Wb, with385

W ! cs̄), and two additional jets escape the jet veto. The main advantage386

is that this contribution is reduced by the b-jet tagging requirement and387

with an additional quark or gluon in the final state.
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Fig. 1.4. Two-dimensional relationship of �R(b1, b2) and the Higgs boson transverse
momentum, derived from V H ! V bb̄ simulation. The colour scale illustrates the relative
density of each region, using arbitrary units.

directly related to the energy scale of the hard scattering process. At the348

Tevatron most of the Higgs boson events produced were just above threshold349

(mV H > mV +mH), resulting in Higgs and vector boson decays almost at350

rest. At the LHC, due to the higher collision energy, a significant number351

of events are produced with pT (V ) and pT (H) > 150 GeV, where the Higgs352

and the vector bosons are produced with large azimuthal separation in the353

laboratory frame. As shown in Figure 1.4, with higher Higgs boson pT ,354

the two b-jets have increasingly small opening angle, as expected from a355

two-body decay:356

�R(b
1

, b
2

) =
p

�⌘2 +��2 ⇡ 2mH

pT (H)
.

As first implicitly explored in the context of truth level studies looking357

into jet substructure,5 by requiring the Higgs boson to have high pT and358

small �R(b
1

, b
2

), the backgrounds to V H ! V bb̄ can be significantly sup-359

pressed. There are several reasons why this happens, mostly due to the360

characteristics of the background processes. The pT (V ) spectrum in the361

W/Z + bb̄ backgrounds is softer with respect to the Higgs signal, and so at362

high pT (V ) the signal purity is larger. A stronger suppression is obtained363

for the tt̄ background, especially in the WH ! `⌫bb̄ channel, as schemat-364

ically depicted in Figure 1.5. The two top quarks are produced mostly365

back-to-back in the transverse r� plane†. At low pT (V ) (Figure 1.5(a)),366

†This feature is enhanced by the additional jet veto, which suppresses configurations
[J. Butterworth et al.  
(PRL 100:242001,2008),  
GP (CERN-THESIS-2010-07)]

high pT(V/H)

• First proposed in  
the context of jet  
substructure

21

c-jet rejection crucial

small �Rbb̄



pT(V) categorization

2

• Increase sensitivity by  
categorizing events in  
intervals of pT(V)

• At high pT(V) require  
smaller ΔR(bb)

• Low pT(V) region mainly  
to control the background

• Significant improvement  
w.r.t. inclusive analysis 
[GP et al, Phys. Lett. B 718 (2012) 369-390]

22

before mbb requirement



2. High-performance b-tagging…
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Identifying b-quark jets

2

Primary 
Interaction 
Vertex

b-hadronTracks from  
fragmentation

c-hadron

Primary 
Interaction 
Vertex

Tracks from  
fragmentation Ks,Λ decays

Hadronic interactions

Pixel Layers

γ → e+e-

Primary 
Interaction 
Vertex

Tracks from  
fragmentation

c-hadron

B-quark jets

C-quark jets

Light-flavour jets  
(u,d,s-quark, gluon)

~4mm ~2mm

~2mm

24

• Three algorithms: (1) Impact parameter based (2) Inclusive Secondary Vertex 
finder (3) Reconstruction of full PV → b- → c-hadron decay chain



2

25

Jet

(2) SV tagger:  
inclusive secondary  

vertex

(1) IP tagger:  
tracks with high  

impact parameter



Giacinto Piacquadio26

(3) “JetFitter”

[GP et al,  
 J. Phys.: Conf. Ser. 119:032032, 
 J. Phys.: Conf. Ser. 219:032019, 
 ATL-CONF-2011-102]

G. Piacquadio  – C. Weiser
Freiburg University

B Tagging Workshop Genoa  2008  /  Page 13
 “Vertex based b-Tagging: status and prospects, towards first data”

Solution to the B/D decay chain finding /
track association problem

Initialization of:

Primary vertex

“B” flight axis (from calo-jet direction)

A first fit is performed: each track represents a single vertex 
along the “B” flight axis

optimal (f
AXIS

,q
AXIS

,d
1
,d

2
,...,d

N
)

For all combinations of two vertices (including 
the Primary Vertex) the probability of having a
commen vertex along the common axis is evaluated.

Then:

1) Merge pair of vertices with highest 
probability

2) Perform a new “full fit” and repeat from 1

Stop when no pair of vertices need to be 
merged anymore.

May not be the optimal strategy in case of many ambiguities... (see later)

• Kalman filter to fit  
PV to b to c decay chain

• Exploits that c-hadron decay vertex  
lies approximately on b-hadron 
flight direction

• analogous to ghost-track approach at SLD

• In Run-1, can separate the b- and  
c-hadron vertices in ~20% of b-jets

~4.3mm

~1.9mm
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IP based (IP3D)

b

Reconstructed
jet axis

pjet

ptrk

r -rIP PV

Je
t c

on
e

PV

Reconstructed
jet axis

pjet

ptrkr -rIP PV

Je
t c

on
e

PV

p⃗jet p⃗trk ∆rIP

b

r⃗IP−r⃗PV

x y rφ z
x y rφ z

d0 z0

signrφ = sign (sin(φjet − φtrk) · d0,trk)
signz = sign ((ηjet − ηtrk) · z0,trk)

d0 p⃗trk ×∆r⃗IP

p⃗trk ∆r⃗IP sign(d0)
z z > 0

b

b b

b
IPrφ IPz

• χ2
vxt

•
σ

σ

•
b

(r⃗2tr − r⃗primary) · p⃗jet

K0
s Λ0 γ → e+e−

b

χ2
vtx χ2

χ2
vtx > 0.1%

b

b c

b

χ2

b c
b b c

b

• R = 1 / efficiency

• Optimized to reject c-jets  
(improves 1-lepton channel!)

• Use “continuous b-tagging: 
simultaneous use of  
several working points

JetFitterOne vertex (SV1)

NN (MV1c)

ε(B) R(c) R(light)
80% ~3 ~29
70% ~5.3 ~136
60% ~10.5 ~450
50% ~26 ~1400

Combined algorithm (MV1c)

[GP et al, ATL-COM-PHYS-2014-035]

https://cds.cern.ch/record/1644430


3. Improved mbb resolution…
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Mass resolution
• Sharpening signal mass  

peak improves sensitivity

• Use track- and jet shape-variables to 
improve jet energy resolution

• Add muon-in-jet 

• Then apply resolution correction based on 
average energy response in signal

• For 2-lepton channel, use full kinematic 
likelihood fit, exploiting constraint:2
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Figure 35. Dijet-invariant-mass distribution for the decay products of a Higgs boson with mH =

125 GeV in the 2-lepton MVA selection. The distributions are shown (a) using jets after global
sequential calibration (GSC, solid), and after adding muons inside jets (dotted) and after correcting
for resolution effects specific to the kinematics of the decay of a Higgs boson with mH = 125 GeV
(dash-dotted); (b) using jets after global sequential calibration (GSC, solid), and after adding
muons inside jets and applying the kinematic fit (dash-dotted). The distributions are fit to the
Bukin function [98] and the parameter representing the width of the core of the distribution is
shown in the figures, as well as the relative improvement in the resolution with respect to jets after
the global sequential calibration.
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Figure 35. Dijet-invariant-mass distribution for the decay products of a Higgs boson with mH =

125 GeV in the 2-lepton MVA selection. The distributions are shown (a) using jets after global
sequential calibration (GSC, solid), and after adding muons inside jets (dotted) and after correcting
for resolution effects specific to the kinematics of the decay of a Higgs boson with mH = 125 GeV
(dash-dotted); (b) using jets after global sequential calibration (GSC, solid), and after adding
muons inside jets and applying the kinematic fit (dash-dotted). The distributions are fit to the
Bukin function [98] and the parameter representing the width of the core of the distribution is
shown in the figures, as well as the relative improvement in the resolution with respect to jets after
the global sequential calibration.
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4. Multivariate analysis (MVA) techniques…
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MVA

• Multivariate approach 
• Loose selection, then use multi-

variate technique (BDT) as final 
discriminant in likelihood fit

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a

t
i
o

n
o

n
l
y

Variable 0-Lepton 1-Lepton 2-Lepton
pVT ⇥ ⇥
Emiss

T ⇥ ⇥ ⇥
pb1T ⇥ ⇥ ⇥
pb2T ⇥ ⇥ ⇥
mbb ⇥ ⇥ ⇥
�R(b1, b2) ⇥ ⇥ ⇥
|�⌘(b1, b2)| ⇥ ⇥
��(V, bb) ⇥ ⇥ ⇥
|�⌘(V, bb)| ⇥
HT ⇥
min[��(`, b)] ⇥
mW

T ⇥
m`` ⇥
MV 1c(b1) ⇥ ⇥ ⇥
MV 1c(b2) ⇥ ⇥ ⇥

Only in 3-jet events
p
jet3
T ⇥ ⇥ ⇥

mbbj ⇥ ⇥ ⇥

Table 4. Variables used in the multivariate analysis for the 0-, 1- and 2-lepton channels.

and data events.454

The values of the BDT outputs do not have a well-defined statistical interpretation.455

A dedicated procedure is applied to transform the BDT-output distributions to obtain a456

smoother distribution for the background processes and a finer binning in the regions with457

the largest signal contribution, while at the same time preserving a sufficiently large number458

of background events in each bin. Starting from a very fine-binned histogram of the BDT-459

output distribution, the procedure merges histogram bins, from high to low BDT-output460

values, until a certain requirement, based on the fractions of signal and background events461

in the merged bin, is satisfied. To limit the number of bins and to reduce the impact of462

statistical fluctuations, a further condition is that the statistical uncertainty of the expected463

total background contribution has to be smaller than 10% in each merged bin. The free464

parameters of the transformation algorithm are optimised to maximise the expected signal465

sensitivity. For simplicity, these transformed outputs, which are used for the analysis, are466

called “BDTV H discriminants” in the following. An optimisation of the number of bins and467

bin boundaries is also performed for the mbb distribution used in the dijet-mass analysis468

in a similar way, where the free parameters of the transformation algorithm are optimised469

separately for the different analysis regions. The effect of the transformation on the BDT-470

output and dijet-mass distributions can be seen in figure 3 for the 1-lepton channel and one471

signal region. The transformation groups into few bins the mbb regions that are far from the472
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Figure 1. Examples of variables input to the BDT in the 2-jet 2-tag category (LL, MM and TT combined) for pVT > 120 GeV: (a) 0-lepton channel,
dijet mass; (b) 0-lepton channel, Emiss

T ; (c) 1-lepton channel, �R(b1, b2); (d) 1-lepton channel, pWT ; (e) 2-lepton channel, pb1T ; (f) 2-lepton channel,
|�⌘(V, bb)|. The distributions for the 2-lepton channel in (e) and (f) are shown after having applied the kinematic fit as described in section 5.
The background contributions after the global fit of the MVA are shown as filled histograms. The Higgs boson signal (mH = 125 GeV) is shown
as a filled histogram on top of the fitted backgrounds, as expected from the SM (indicated as µ = 1.0), and, unstacked as an unfilled histogram,
scaled by the factor indicated in the legend. The dashed histogram shows the total background as expected from the pre-fit MC simulation. The
entries in overflow are included in the last bin. The size of the combined statistical and systematic uncertainty on the sum of the signal and fitted
background is indicated by the hatched band. The ratio of the data to the sum of the signal and fitted background is shown in the lower panel.
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Figure 1. Examples of variables input to the BDT in the 2-jet 2-tag category (LL, MM and TT combined) for pVT > 120 GeV: (a) 0-lepton channel,
dijet mass; (b) 0-lepton channel, Emiss

T ; (c) 1-lepton channel, �R(b1, b2); (d) 1-lepton channel, pWT ; (e) 2-lepton channel, pb1T ; (f) 2-lepton channel,
|�⌘(V, bb)|. The distributions for the 2-lepton channel in (e) and (f) are shown after having applied the kinematic fit as described in section 5.
The background contributions after the global fit of the MVA are shown as filled histograms. The Higgs boson signal (mH = 125 GeV) is shown
as a filled histogram on top of the fitted backgrounds, as expected from the SM (indicated as µ = 1.0), and, unstacked as an unfilled histogram,
scaled by the factor indicated in the legend. The dashed histogram shows the total background as expected from the pre-fit MC simulation. The
entries in overflow are included in the last bin. The size of the combined statistical and systematic uncertainty on the sum of the signal and fitted
background is indicated by the hatched band. The ratio of the data to the sum of the signal and fitted background is shown in the lower panel.
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Figure 4. Top: The dijet-mass distributions for the expected background and signal contributions
in the 1-lepton channel and the 2-jet 2-tag TT category for 160 GeV < pWT  200 GeV (a) before and
(b) after applying the transformation of the histogram bins. Bottom: The BDT-output distribution
for the expected background and signal contributions in the 1-lepton channel and the 2-jet 2-tag TT
category for pWT > 120 GeV (c) before and (d) after applying the transformation of the histogram
bins. The background contributions after the relevant global fit (of the dijet-mass analysis in (a)
and (b) and of the MVA in (c) and (d)) are shown as filled histograms. The Higgs boson signal
(mH = 125 GeV) is shown as a filled histogram on top of the fitted backgrounds, as expected
from the SM (indicated as µ = 1.0), and, unstacked as an unfilled histogram, scaled by the factor
indicated in the legend. The dashed histogram shows the total background as expected from the
pre-fit MC simulation. The entries in overflow are included in the last bin. The size of the combined
statistical and systematic uncertainty on the sum of the signal and fitted background is indicated
by the hatched band. The ratio of the data to the sum of the signal and fitted background is shown
in the lower panel.
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Combining all improvements…
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Analysis categories
• Three channels: 0-lepton, 1-lepton and 2-lepton 

• Two pT(W/Z) regions 
• <120, >120 GeV 

• Four b-tag regions (1-tag, LL,MM,TT) 

• Two jet bins (2 and 3 jets) 

• Discriminating variables in fit 
• 1-tag: MV1c 
• 2-tag: BDT  
 
 

33



• Simultaneous profile likelihood fit to:
• 2-tag: 27 signal regions
• 1-tag: 11 control regions

• Extract 

• ~170 nuisance parameters to account for  
systematic effects
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Figure 11. The BDTV H -discriminant distribution observed in data (points with error bars) and
expected (histograms) for the 2-tag signal regions of the 1-lepton channel for (a) 2-jet events with
the Medium and Tight b-tagging categories (also referred to as MM and TT in the text) combined
and with pWT  120 GeV, (b) MM 2-jet events with pWT > 120 GeV, (c) TT 2-jet events with
pWT > 120 GeV, and (d) MM and TT combined 3-jet events with pWT > 120 GeV. The background
contributions after the global fit of the MVA are shown as filled histograms. The Higgs boson
signal (mH = 125 GeV) is shown as a filled histogram on top of the fitted backgrounds, as expected
from the SM (indicated as µ = 1.0), and, unstacked as an unfilled histogram, scaled by the factor
indicated in the legend. The dashed histogram shows the total background as expected from the
pre-fit MC simulation. The size of the combined statistical and systematic uncertainty on the sum
of the signal and fitted background is indicated by the hatched band. The ratio of the data to the
sum of the signal and fitted background is shown in the lower panel.
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Figure 10. The BDTV H -discriminant distribution observed in data (points with error bars) and
expected (histograms) for the 2-tag Medium and Tight b-tagging categories (also referred to as MM
and TT in the text) combined of the 0-lepton channel for pVT > 120 GeV for (a) 2-jet events and
(b) 3-jet events. The background contributions after the global fit of the MVA are shown as filled
histograms. The Higgs boson signal (mH = 125 GeV) is shown as a filled histogram on top of the
fitted backgrounds, as expected from the SM (indicated as µ = 1.0), and, unstacked as an unfilled
histogram, scaled by the factor indicated in the legend. The dashed histogram shows the total
background as expected from the pre-fit MC simulation. The size of the combined statistical and
systematic uncertainty on the sum of the signal and fitted background is indicated by the hatched
band. The ratio of the data to the sum of the signal and fitted background is shown in the lower
panel.
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1-lepton  
TT 2 jets

0-lepton  
MM+TT 2 jets

34

2-lepton  
MM+TT 2 jets

for the simulation of the underlying event, parton showering and hadronisation (referred to as the shower-
ing program). The Higgs boson transverse momentum distribution from ggF production is reweighted
to match the calculation of HRes2.1 [41, 42], which includes QCD corrections up to the next-to-next-
to-leading order (NNLO) and next-to-next-to-leading logarithm (NNLL) in perturbative expansions. Fur-
thermore, ggF events with two or more jets are reweighted to match the transverse momentum distribution
from MiNLO HJJ predictions [43]. The WH and ZH (qq̄! ZH) production processes are simulated with
the leading-order (LO) Pythia8 program. The gg ! ZH process contributes approximately 8% to the
total ZH production cross section in the SM. For most of the analyses, the process is modelled using
qq̄ ! ZH of Pythia8. Only the VH analysis in the H ! bb̄ decay mode specifically models gg ! ZH
production using Powheg [36–38] interfaced to Pythia8. The ttH process is modelled using the NLO
calculation in the HELAC-Oneloop package [44] interfaced to Powheg and Pythia8 for the subsequent
simulation. The tH production process is simulated using MadGraph [45] interfaced to Pythia8 for
qb ! tHq0 and using MadGraph5_aMC@NLO [26] interfaced to Herwig++ [46] for gb ! WtH. The
bbH production process contributes approximately 1% [47] to the total Higgs boson cross section in the
SM. It is simulated with the MadGraph5_aMC@NLO program for some analyses. The event kinematics
of ggF and bbH production are found to be similar for analysis categories that are most important for
bbH. Thus the e�ciency for bbH is assumed to be the same as for ggF for all analyses. The PDF sets
used in the event generations are CT10 [48] and CTEQ6L1 [49]. All Higgs boson decays are simulated
by the showering programs. The predicted Higgs boson yields in the SM are calculated using the cross
sections and branching ratios shown in Table 1.

Table 2: Summary of event generators, showering programs and PDF sets used to model the Higgs boson production
and decays at

p
s = 8 TeV.

Production Event Showering PDF
process generator program set

ggF Powheg Pythia6/Pythia8 CT10
VBF Powheg Pythia6/Pythia8 CT10
WH Pythia8 Pythia8 CTEQ6L1
ZH : qq̄! ZH Pythia8 Pythia8 CTEQ6L1
ZH : gg! ZH Powheg Pythia8 CT10
ttH Powheg Pythia8 CT10
bbH MadGraph5_aMC@NLO Herwig++ CT10
tH : qb! tHq0 MadGraph Pythia8 CT10
tH : gb! WtH MadGraph5_aMC@NLO Herwig++ CT10

Throughout this paper, the signal-strength parameter µ is defined as the ratio of the measured Higgs boson
yield to its SM expectation:

µ =
� ⇥ BR

(� ⇥ BR)SM
. (1)

Here � is the production cross section of the Higgs boson. For a specific production process i and decay
channel f , i.e., i! H ! f , the signal-strength parameter is labelled as µ f

i and can be factorised in terms
of the signal strengths of production (µi) and decay (µ f ):

µ f
i =

�i ⇥ BR f

(�i ⇥ BR f )SM
⌘ µi ⇥ µ f , with µi =

�i

(�i)SM
and µ f =

BR f

(BR f )SM
. (2)
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Main result
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Figure 22. Event yields as a function of log(S/B) for data, background and Higgs boson signal
with mH = 125 GeV for the (a) 8 TeV data and (b) 7 TeV data. Final-discriminant bins in all signal
regions are combined into bins of log(S/B). The signal S and background B yields are expected
and fitted, respectively. The Higgs boson signal contribution is shown as expected for the SM cross
section (indicated as µ = 1.0). The pull of the data with respect to the background-only prediction
is also shown with statistical uncertainties only. The full line indicates the pull of the prediction
for signal (µ = 1.0) and background with respect to the background-only prediction.

Figure 22 shows the data, background and signal yields, where final-discriminant bins1233

in all signal regions are combined into bins of log(S/B), separately for the 7 and 8 TeV1234

datasets. Here, S is the expected signal yield and B is the fitted background yield. Details1235

of the fitted values of the signal and of the various background components are provided in1236

table 8.1237

11.2 Cross-checks1238

Dijet-mass analysis: The distributions of mbb in the dijet-mass analysis, with background1239

normalisations and nuisance parameters adjusted by the global fit to the 8 TeV data were1240

already presented in section 7.3. Agreement between data and estimated background is1241

observed within the uncertainties shown by the hatched bands.1242

In the dijet-mass analysis, a µ value of 1.23 ± 0.44(stat.) ± 0.41(syst.) is obtained for1243

the 8 TeV dataset. The consistency of the results of the three lepton channels is at the level1244

of 8%. Using the “bootstrap” method mentioned in section 9.2, the results for the 8 TeV1245

data with the dijet-mass analysis and with the MVA are expected to be 67% correlated,1246

and the observed results are found to be statistically consistent at the level of 8%. The1247

observed significance in the dijet-mass analysis is 2.2�. The expected significance is 1.9�,1248

to be compared to 2.5� for the MVA, which is the reason for choosing the MVA for the1249

56

35

• 40% expected uncertainty  
on SM expectation of μ=1

• 60% better than preliminary result

• Expected sensitivity 2.6σ, observed1.4σ
• Weak hint of a signal, no evidence yet
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Figure 23. The distribution of mbb in data after subtraction of all backgrounds except for the
diboson processes, as obtained with the dijet-mass analysis for the (a) 8 TeV and (b) 7 TeV data. The
contributions from all lepton channels, pVT intervals, number-of-jets and 2-tag b-tagging categories
are summed weighted by their respective values of the ratio of expected Higgs boson signal to fitted
background. The contribution of the associated WH and ZH production of a SM Higgs boson with
mH = 125 GeV is shown as expected for the SM cross section (indicated as µ = 1.0). The size of
the combined statistical and systematic uncertainty on the fitted background is indicated by the
hatched band.

the MVA and the dijet-mass analysis. The yield tables in the appendix show that the ratio1272

of the diboson contribution to that of the Higgs boson is indeed smaller in the higher pVT1273

interval than in the lower one. The additional variables input to the BDT provide further1274

separation in the MVA, leading to a very small diboson contribution in the most significant1275

bins of the BDTV H discriminant, as can be seen in table 8.1276

A value of µV Z = 0.50 ± 0.30(stat.) ± 0.38(syst.) is obtained for the 7 TeV dataset.1277

The signal strength obtained for the combined 7 and 8 TeV dataset is 0.74± 0.09(stat.)±1278

0.14(syst.) The V Z signal is observed with a significance of 4.9�, to be compared to an1279

expected significance of 6.3�.1280

The fitted µV Z values are shown in figure 24 for the 7 TeV, 8 TeV and combined1281

datasets, and for the three lepton channels separately for the combined dataset, all with1282

the MVA used for the 8 TeV data.1283
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the values and uncertainties found in the separate fits to the control regions.675

The signal strength found by the ATLAS and CMS analyses (Refs. 3676

and 2) for a Higgs boson mass of ⇠ 125 GeV is reported in Table 1.4.677

Values of µ = 0.51+0.40
�0.37 (ATLAS) and µ = 0.89+0.47

�0.44 (CMS)k correspond678

to a signal above the background expectation at the level of 1.4 and 2.1679

standard deviations, while the median expected sensitivity is 2.6 and 2.5680

standard deviations, respectively.681

Table 1.4. Values of the signal strength
µ extracted from data in the V H ! V bb̄

analysis, assuming mH ⇠ 125 GeV

Channel ATLAS CMS

WH ! `⌫bb̄ 0.80+0.66
�0.60 1.11+0.87

�0.83

ZH ! ``bb̄ 0.94+0.88
�0.79 0.70+0.79

�0.71

ZH ! ⌫⌫̄bb̄ �0.35+0.55
�0.52 0.89+0.63

�0.61

Combination 0.51+0.40
�0.37 0.89+0.47

�0.44

Using the CLs method based on the profile likelihood ratio (see for more682

details Section ?? of Chapter ??), the levels of signal strengths were derived683

which are excluded at the 95% CL (confidence level). While in the absence684

of a signal the experiments are expected to exclude an H ! bb̄ signal in a685

Higgs boson mass region approximately between 110 and 130 GeV, given686

the small observed excess of signal events only the mass region below 115-687

120 GeV is excluded or close to be excluded.688

The well-known diboson V Z ! V bb̄ process is used to provide further689

validation of the analyses techniques used to extract the V H ! V bb̄ signal.690

The Standard Model prediction for the diboson process is well established691

and does not depend on the presence of the Higgs boson. A maximum like-692

lihood fit is therefore applied where the parameter representing the Higgs693

boson signal is replaced by the analogous parameter for the diboson signal694

kThe CMS result published in Ref. [2] has been superseded by Ref. [8], where the
combination of all channels is presented. In the combination, the di↵erential contri-
bution from the gg ! ZH process, which is a NNLO correction to the qq ! ZH

process, has been considered for the first time, increasing the amount of expected
signal events and therefore decreasing the observed value of µ in the ZH ! ⌫⌫̄bb̄
and ZH ! ``bb̄ channels by about 20%. More details can be found on the web
page https://twiki.cern.ch/twiki/bin/view/CMSPublic/Hig14009PaperTwiki. The
ATLAS analysis also includes this contribution.

*

*numbers from CMS combination paper

[GP et al, JHEP01(2015)069]

Signal strength μ
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Giacinto Piacquadio37

B-tagging calibration
February 21, 2014 – 23 : 07 DRAFT 8

In the case of N kinematic bins, each jet will populate one bin, resulting in N2 combinations for233

two jets. For each of these combinations a system of two equations is needed, so in total there will be234

2 × N2 equations, with 2 × N2 flavour fractions (the flavour fractions corresponding to the first jet being235

in one bin, the second in another one), N efficiencies for b jets and non-b jets. The system of equations is236

coupled by the efficiencies appearing as binomial terms and each of them being a function of the single237

jet kinematic bin, rather than of their combinations.238

Although it is possible to solve such a system of non-linear equations, it is much simpler to model239

the same system using a more flexible and powerful likelihood function, using a numerical minimisa-240

tion program (in this case Minuit [31]) to solve the system by maximising a likelihood function. The241

likelihood formalism for both the two- and three-jet cases is described in the next subsection.242

3.2 Likelihood fit-based approach to efficiency determination243

The likelihood function considered in this analysis is an unbinned one. In the two jet case the following244

per-event likelihood function is adopted:245

L
(

pT,1, pT,2, w1, w2
)

= [ fbbPDFbb
(

pT,1, pT,2
)

PDFb
(

w1|pT,1
)

PDFb
(

w2|pT,2
)

(4)

+ fblPDFbl
(

pT,1, pT,2
)

PDFb
(

w1|pT,1
)

PDFl
(

w2|pT,2
)

+ fllPDFll
(

pT,1, pT,2
)

PDFl
(

w1|pT,2
)

PDFl
(

w2|pT,2
)

+ 1↔ 2 ]/2,

where:246

• fbb, fbl and fll = 1 − fbb − fbl are the overall two jet flavour fractions.247

• PDF f (w|pT) is the PDF (probability density function) for the b-tagging discriminant or weight for248

a jet of flavour f , for a given transverse momentum4.249

• PDF f1 f2

(

pT,1, pT,2
)

is the two-dimensional PDF for [pT,1, pT,2] for the flavour combination [ f1, f2].250

In this analysis all the PDFs are implemented as binned histograms. For example, for N pT bins,251

PDF f1 f2

(

pT,1, pT,2
)

is expressed as a N×N binned histogram. For the symmetric bb and ll combinations,252

the PDF is symmetrised, reducing the number of independent bins to determine from N2 − 1 to N ×253

(N + 1) /2−1 which reduces the statistical fluctuations from Monte Carlo; as a consequence, the explicit254

symmetrisation expressed by Eqn. 4 for these combinations is for notational convenience only. The255

flavour PDFs PDF f (w|pT) are defined in a similar way, with one binned histogram for each pT bin. All256

PDFs are determined from simulation, except for the b-jet weight PDF, which contains the information257

to be extracted from the data.258

For the case where only the b-tagging efficiencies for a single cut on the b-tagging discriminant259

distribution needs to be extracted, which corresponds to:260

ϵb (pT) =

∫ ∞

wcut

dw′PDFb
(

w′, pT
)

,

a histogram with only two bins is needed to describe the b-weight PDF for each pT bin, with the bin261

above the cut value corresponding to the b-tagging efficiency. An extension of the method to extract the262

full b-jet b-weight PDF with an arbitrary binning in any jet kinematic quantity is straightforward.263

The likelihood function does not make any distinction between signal and background processes,264

but only between the different flavour fractions. To extract the PDF corresponding to the b-jet b-weight265

4This means that, regardless of the pT bin the jet falls in, the integral of the PDF over the b-tagging weight variable is one.

[GP et al,ATL-CONF-2014-004]

• The b-tagging efficiency in Monte Carlo is calibrated with data measurements

• Systematic uncertainty due to limited precision of calibration

• Calibrate based on high b-jet purity events  
with di-leptonic top-quarks

• Novel method based on combinatorial  
likelihood allowed to reduce uncertainty to 2-3% in most of the pT range
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• Alternative combination plot (with System8 standalone).
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Systematic uncertainties
• Systematic uncertainties degrade 

sensitivity by ~25% 

• Leading uncertainties:

• W+b/c theory (shapes + flavor 
composition)

• Signal theory (parton shower)

• Jet energy resolution

• Important message for Run-2

• Need improved theory predictions  
(refined Monte Carlo generators)

• Plan unfolded measurement  
of W+bb to test theory modeling
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Figure 14. Impact of systematic uncertainties on the fitted signal-strength parameter µ̂ for the
MVA applied to the 8 TeV data. The systematic uncertainties are listed in decreasing order of their
impact on µ̂ on the y-axis. The boxes show the variations of µ̂, referring to the top x-axis, when
fixing the corresponding individual nuisance parameter ✓ to its post-fit value ˆ✓ modified upwards or
downwards by its post-fit uncertainty, and repeating the fit as explained in the text. The hatched
and open areas correspond to the upwards and downwards variations, respectively. The filled circles,
referring to the bottom x-axis, show the deviations of the fitted nuisance parameters ˆ✓ from their
nominal values ✓0, expressed in terms of standard deviations with respect to their nominal uncer-
tainties �✓. The associated error bars show the post-fit uncertainties of the nuisance parameters,
relative to their nominal uncertainties. The open circles with their error bars, also referring to the
bottom x-axis, show the fitted values and uncertainties of the normalisation parameters that are
freely floating in the fit. The normalisation parameters have a pre-fit value of unity. As explained
in section 8.1, the jet energy scale and b-tagging uncertainties are decomposed into uncorrelated
components; the labels 1 and 4 refer to such components.
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Interpretation in terms of  
absolute Higgs boson couplings
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Figure 1: Summary of the signal-strength measurements, as published, from individual analyses that are inputs
to the combinations. The Higgs boson mass column indicates the mH value at which the result is quoted. The
overall signal strength of each analysis (black) is the combined result of the measurements for di↵erent production
processes (blue) assuming SM values for their cross-section ratios. The error bars represent ±1� total uncertainties,
combining statistical and systematic contributions. The green shaded bands indicate the uncertainty on the overall
signal strength obtained by each analysis. The combined signal strength of the H ! �� analysis also includes the
ttH contribution which is listed separately under ttH production.

for VH production, targeting one-lepton, dilepton, Emiss
T , and hadronic signatures of W and Z boson

decays. Events from VBF production are identified by requiring two well-separated and high-pT jets and
little hadronic activity between them. A boosted decision tree (BDT) [50, 51] algorithm is employed to
maximise the VBF signal and background separation. Events are sorted into two categories with di↵erent
VBF purities according to the output value of the BDT. Finally, the remaining events are separated into
four categories based on the pseudorapidities of the photons and the pTt of the diphoton system [12], the
diphoton momentum transverse to its thrust axis in the transverse plane.

7

Input to  
coupling fits



Fit to most generic model 

41

• Fit all visible couplings + for an 
undetected/invisible decay

• All couplings compatible with  
SM expectation (typical precision 
~20-30%) 

• Most couplings shifted down by  
μ(VH → Vbb)~0.5 result

• Constraint on invisible Higgs 
decays:

• BRi.u. < 0.49 (0.68)  
(at 95% C.L.)

2− 1− 0 1 2 3

Γ
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H

Γ
H

BRi.,u.

κ
Zγ

κ

κγ

κμ

κτ

κ
b

κ

κ
Z

κ
W

Parameter value

ATLAS √s = 7 TeV, 4.5 − 4.7 fb
−1

√s = 8 TeV, 20.3 fb
−1

m
H

= 125.36 GeV

68% CL:

95% CL:

κ
V

< 1 BR
i.,u .

= 0κon = κ
off

Figure 23: Results of fits for generic model 2 (see text): the estimated values of each parameter under the constraint
V < 1, on = o↵ or BRi.,u. = 0 are shown with markers in the shape of a box, a circle, or a diamond, respectively.
The hatched area indicates regions that are outside the defined parameter boundaries. The inner and outer bars
correspond to 68% CL and 95% CL intervals. The confidence intervals of BRi.,u. and, in the benchmark model with
the constraints W < 1 and |Z | < 1, also W and Z , are estimated with respect to their physical bounds as described
in the text. Numerical results are shown in Table 11.
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Higgs decays to “invisible”
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DRAFT

Process 3-jet Small-�⌘ j j 3-jet Small-�⌘ j j
ggH Signal 6.18 ± 3.11 - -
VBF Signal 19.9 ± 1.4 12.1 ± 1.0 4.73 ± 0.64
Z ! ⌫⌫+jets 97.2 ± 10.0 114 ± 9 111 ± 10
W ! `⌫+jets 78.5 ± 6.5 71.9 ± 12.3 73.2 ± 10.1

Mulijets 19.9 ± 21.8 - -
Other Backgrounds 2.16 ± 0.31 0.05 ± 0.05 0.45 ± 0.13

Total 198 ± 25 186 ± 16 185 ± 14
Data 212 185 195

Table 3: Expected and observed yields for the validation regions in 20.3 fb�1 of data. Contributions from W and
Z are normalized to data-driven estimates based on the W ! `⌫ and Z ! `` control regions analogously to
the signal region method. The W and Z uncertainties include MC statistics from both the selected region and the
corresponding control region, and the number of data events in the control regions. The other numbers are evaluated
using Monte Carlo and their uncertainties indicate only statistical uncertainty.

Process Yield ± Stat ± Syst
ggH Signal 20 ± 5.5 ± 9.7
VBF Signal 286 ± 5 ± 49
Z ! ⌫⌫+jets 339 ± 22 ± 13
W ! `⌫+jets 237 ± 17 ± 18

Multijet 1.9 ± 2.4
Other Backgrounds 0.4 ± 0.2 ± 0.3
Total Background 578 ± 38 ± 30

Data 539

Table 4: Estimates of the expected yields for the signal region in 20.3 fb�1 of 2012 data. The ggH signal, VBF
signal, and other backgrounds are determined from Monte Carlo. The Z ! ⌫⌫+jets, W ! `⌫+jets, and multijet
backgrounds are data-driven estimates. The expected signal yields are shown for a mH = 125 GeV and are normal-
ized to 100% branching fraction. The W and Z statistical uncertainties include MC statistics from both the selected
region and the corresponding control region, and the number of data events in the control regions.

large cancellation in the systematic uncertainties. The weight that the Z ! `` and W ! `⌫ control re-290

gions take in the background estimate is then determined by the minimization of the likelihood combined291

with the input statistical and systematic uncertainties. The background yields shown in Table 4 are the292

expectations after the fit including the e↵ects of systematic uncertainties, MC statistical uncertainties in293

the control and signal regions, and the data statistical uncertainties in the control regions. The data-driven294

estimates shown in Table 4 agree with the corresponding MC-only predictions within uncertainties.295

No excess is observed in data, and the resulting limit on the number of signal events is used to set an upper296

limit on the H ! invisible branching fraction assuming the SM Higgs boson production cross section.297

The resulting expected upper limit on BR(H ! invisible) is 35% at 95% confidence level with a ±1�298

range on the expectation of 25% to 49%. The observed yield of 539 events in the signal region data gives299

a 95% CL observed upper bound of 29% on BR(H ! invisible). The result from this analysis provides300

the most stringent constraint on BR(H ! invisible) of any analysis to date, with an expected sensitivity301

approximately 20% better than the next most sensitive direct search analysis [19] and an observed upper302

bound that is twice as limiting.303

4th March 2015 – 00:58 10

< 29% @ 95% CL (35% expected)
[ATLAS-CONF-2015-004]

• BRi.u.>0?

• Direct searches  
complement indirect fits

• Main search mode

• 2 jets from vector boson fusion signature  
+ high missing ET (>150 GeV)  
 

• Both direct and indirect measurement still allow for  
sizable contribution of Higgs decays to invisible

• Looking forward to Run-2 results!



Towards b-tagging and H → bb in Run-2…
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Inserted new detector (IBL)
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Giacinto Piacquadio
CERN

B-tagging with IBL for WH  /  Page 5
 “Status and issues”

IBL in the ATLAS Simulation

IBL implemented as 4IBL implemented as 4thth Pixel layer in Geant 4 Pixel layer in Geant 4

new beam pipe (Rnew beam pipe (Rminmin = 25 mm) = 25 mm)

IBL with staves, modules, ISTIBL with staves, modules, IST

IBL material 1.5% XIBL material 1.5% X00 (60% of actual b-layer) (60% of actual b-layer)

Reconstruction: 4 pixel layer tracking geometryReconstruction: 4 pixel layer tracking geometry

Giacinto Piacquadio
(CERN)

Searching for H → bb decays with the ATLAS detector at the LHC
SLAC Experimental Seminar

8
8

The tracking detector
PIXEL detector
Layers: 3 barrel, 3 end-caps

Pixel size: 50 µm (Rφ) – 400 µm (z/R)

Resolution: ~10 µm (Rφ) – ~115 µm (z/R)

~80M channels (ToT information)

BB

Secondary Vertex

Primary vertex

Jet-Axis

Impact parameter resolution of tracks determined by 
first layers of pixel detector.

Crucial to distinguish displaced tracks from b-hadron 

decays (cτ ~ 0.5mm) from tracks from fragmentation 

(compatible with the primary vertex).

Typical b-jet

IBL  
inserted  

here!

ATLAS Cavern, May 7th 2014



B-tagging performance in IBL TDR
• Tracking performance: significantly 

improved at low/medium track pT 

• B-tagging:

• factor ~2 overall improvement in light-
jet rejection (pT ~ 50 GeV)

• Improvement mostly at low pT (up to 
x3.5), but degradation at high pT. Why?

[GP et al, IBL TDR]

  

Comparison with ATLAS standalone
● Here all samples 

were added 
together (ttbar, 
3xWH and dijet 500 
GeV) to get better 
statistics.

● Here the JetFitter 
b-tagging algorithm 
is considered.
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● At p
T
 < 60 GeV IBL+ATLAS outperforms 

ATLAS by more than a factor of 3!

● The improvement decreases with 
increasing p

T
, as expected.

● The new clustering helps to keep the 
IBL+ATLAS performance better than ATLAS 
up to pT~180 GeV and the ratio 
IBL/ATLAS closer to 1 up to p

T
=500 GeV.
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Degradation at high pT

IBL upgradeITK upgradeInterplay of tracking with ID upgrades:IBL upgrade 
ITK upgrade 

Interplay of tracking with ID upgrades:

46

• Several reasons:

• Leading one: collimated tracks  
in high pT jets have overlapping  
hits in the first detector layers

• Too many shared hits cause  
a track to be discarded

• More severe with IBL  
(radius ~ 3cm)

• Sub-leading: increasing number  
of fragmentation tracks

• Separation between charged  
particles can become closer than  
hit resolution → shared clusters

• Can use charge information within  
pixel cluster to identify these cases 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Figure 4. Average separation between the two closest charged particles in a jet in the transverse (< d min
x >,

open squares) and longitudinal (< d min
y >, full circles) direction at the innermost layer of the pixel barrel.

This is shown as a function of the transverse momentum of the jet. The pixel size in the transverse (50 µm)
and longitudinal (400 µm) direction is indicated with the solid and dotted lines, respectively.

3. Pixel cluster splitting

If merged clusters from several charged particles are split into sub–clusters for each particle they
can appear as individual measurements on tracks. This improves the double–track resolution and
reduces the number of measurements shared between tracks. The identification of such merged
clusters without performing any splitting can already improve track quality because this allows
for a dedicated treatment in the measurement calibration or ambiguity-resolving process (see sec-
tion 3.3).

Both the cluster size and the charge collection pattern of the cluster can be exploited when
attempting to split the cluster. Assumptions about the particle origin and direction are required to
determine the predicted cluster shape.

3.1 A neural network for cluster splitting

Artificial neural networks are powerful tools for solving complex pattern recognition problems
characterised by significant non–linearities. The increasing CPU power available for event recon-
struction in high–energy physics makes them attractive for problems with many degrees of free-
dom. A novel approach to clustering based on artificial neural networks is presented. A single NN
is used to estimate the probability that a cluster was created by one or many particles and to split
the cluster when possible. Two sets of NNs are used to estimate cluster positions and uncertainties,
containing three and six NNs respectively. This approach allows the NN clustering algorithm to
also improve the cluster position estimation and hence the resolution of the track parameters.

– 7 –

as obtained by the CCA clustering. The white stars show the cluster positions obtained from the
NN clustering algorithm and the white ovals indicate the error estimates. The clusters identified by
the NN clustering reproduce very well the paths of the true particles.
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Figure 5. Example of a merged cluster created by two particles, from Monte Carlo simulation. The two
arrows show the paths of the particles through the silicon, the black squares indicate the true intersection
with the mid–sensor plane. The black dot illustrates the non–split cluster position, while the two stars show
the estimated cluster positions after splitting. The ovals indicate the position error estimates and the p(N = i)
denote the probabilities for the cluster to have been created by i particles as estimated by the neural network.
Effects caused by the Lorentz angle in the silicon sensor were removed in this illustration.

There is, however, the possibility that the algorithm falsely splits clusters. False splitting raises
the risk of creating fake or duplicate tracks. The relative fractions of correctly split to falsely split
clusters was studied using Monte Carlo simulations, where the number of contributing particles
to each cluster is known. Figure 6 compares the interdependence between falsely split clusters
stemming from a single particle and the rate of clusters created by two particles which were not
split. The chosen working point of the NN clustering splits about 71% of the clusters that arise
from 2 particles correctly. On the other hand, 7.5% of the clusters that arise only from one particle
are incorrectly split into two, which is indicated in the figure by a star.

The cluster–splitting performance can be significantly improved when the incident angles from
reconstructed tracks are used instead of estimates based on the centre of the luminous region. This
is also seen in figure 6, which shows that using track information improves the rate of incorrectly
split clusters by approximately a factor of two at 71% efficiency. However, in the current ID track
reconstruction strategy, no additional track finding is run after the track fitting stage and therefore
an additional pass of the splitting algorithm cannot be used to resolve shared clusters or recover
previously lost tracks. Therefore, the NNpar run with the track information are only used to improve
the resolution and error estimates.

Merged clusters, when assigned to a track, usually yield a degraded position estimate. This
results in a larger spread of the track–to–cluster distance, the so–called cluster residual. Figure 7
shows the comparison of the residuals in the local x direction for clusters with a width of three

– 12 –

Only one cluster is found: track  
impact parameter is biased

True tracks passing through pixel sensor

w/o IBL
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NN Pixel Cluster splitting

IBL upgradeITK upgradeInterplay of tracking with ID upgrades:IBL upgrade 
ITK upgrade 

Interplay of tracking with ID upgrades:

47

• Designed and implemented Neural Network cluster splitting

• Test and validation within Pixel Clusterization Task Force (PCTF)

  

New clusterization algorithm
● Two new clustering algorithms are being implemented:

● An “aggressive” algorithm based on using neural networks

● A more “robust” approach relying on finding a minimum 
deposition of energy between two maxima 

● The first approach is already available in Athena, although some 
further improvements are still being worked on. The second will 
follow soon.

● Can a better use of cluster level info (size and charge) allow 
to improve the performance of IBL in high p

T
 jets?

● Neural network based algorithm:

How many subclusters?

What is their position?

What is their associated 
distribution? → (error)

INPUT  nodes OUTPUT nodes

7x7 pixel matrix with 
calibrated charges

vector of z pitches

track incidence angle

layer number

• At the cost of “wrongly splitting” 
~10% of single-particle, can split 
correctly ~70% of  
two-particle clusters

• Improved single-particle  
resolution for wide clusters  
(e.g. in case of δ-rays)Fraction of split 1-particle clusters
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Figure 6. The fraction of non–split two–particle clusters versus the fraction of incorrectly split one–particle
clusters in simulation. The cut value of the NN varies along the solid and dashed lines: a tight cut corresponds
to the lower right corner of the plot and a loose cut correponds to the upper left corner. The distribution is
shown both for the NN clustering algorithm using only the cluster and luminous region information (solid
line) and for the NN clustering algorithm additionally including the track information (dashed line). The
chosen working point is indicated with a star for the setup without track information, because, due to the
configuration of track reconstruction algorithms used by ATLAS, this is the only pass of the NN algorithm
used to split clusters.

or four pixels in the transverse direction when applying the NN clustering algorithm, compared to
the outcome of the CCA algorithm. A clear improvement can be seen in both cases and becomes
particularly visible in the four–pixel wide cluster category. The layout of the ATLAS pixel detector
minimises the probability that a reconstructable charged particle originating from the luminous
region traverses more than three pixels in the transverse direction as discussed in section 2. Thus,
most of those clusters stem from multiple particles or d–rays. Both cases lead to a double peak
structure reflecting the 50 µm pitch size in the transverse direction. This double peak structure
completely vanishes with the NN clustering algorithm. Some non–Gaussian tails are present in the
residuals for the NN clustering. These originate from large–angle scattering, d–rays (which are not
included in the labelling of the number of particles per cluster in the NN training sample) and from
clusters on the edges of modules, which typically have skewed distributions.

4.1 Performance in data and simulation

The MC simulation was used to obtain the pattern of charge deposition for the training set. Good
performance of the NN clustering algorithm, as well as a good agreement between the performance
on data and simulation, depends on how well the interaction of particles with the silicon and the
signal collection is modelled by the detector simulation and digitisation. Cluster merging depends

– 13 –
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Figure 7. The cluster residual in the local x direction for clusters with a width of three (left) or four pix-
els (right) in the x–direction reconstructed with the CCA clustering algorithm (dashed line) and the NN
clustering algorithm (solid line).

on the local charged–particle density, Lorentz drift and the incident angles of the traversing parti-
cles; effects from charge collection and channel cross-talk are negligible. Clusters in the barrel and
endcap are thus treated similarly, but with the detector region given as input to the NN, so cluster
classification is performed based on cluster sizes.

Figure 8 compares the root mean square (RMS) of the measurement residuals for the CCA
clustering and the NN clustering algorithm in data and simulation in the transverse and longi-
tudinal direction in the different cluster categories. The majority of three– and four–pixel wide
clusters in the transverse direction are due to close–by particles and d–rays. In the longitudinal
direction, clusters of this size are geometrically possible due to the shallower incidence angle. The
improvement shown in figure 8(left) can thus be mostly attributed to actual cluster splitting, which
includes splitting components from d -rays, while in figure 8(right) a sizeable contribution of the
improvement is caused by the non–linear charge interpolation of the NN clustering algorithm. Dis-
crepancies between data and Monte Carlo simulation can arise from imperfections of the detector
such as module misalignment or deformations that are not present in the simulated model of the
detector geometry, as well as from limitations in the detector simulation and digitisation model
that include several complex components as described in section 3.2. Discrepancies are seen in
figure 8 for the longitudinal direction. This is most likely due to limitations in the modelling of the
longitudinal charge sharing. Nonetheless, the relative improvement obtained by the NN clustering
algorithm compared to the CCA clustering algorithm is largely consistent between data and Monte
Carlo simulations.

The improvement coming from the non–linear charge interpolation and d–ray handling in the
NN clustering can be checked on isolated tracks as there are no other close–by particles from the
beam collision. Pairs of oppositely charged combined muons with pT > 25 GeV, which produce a
Z boson candidate with a mass mµµ > 50 GeV were selected. A combined muon is a muon recon-
structed using information from both the inner detector and the muon spectrometer. The impact
parameter resolution with respect to the primary vertex in data is shown in figure 9. Only the inner
detector component of the combined track is taken to extract the impact parameter distribution, and

– 14 –

with track information only

[GP et al, JINST 9 (2014) P09009]
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Gabriel Facini

Shareable Clusters

16

satisfies NN shareable condition 

• Cluster positions always taken from NN

• When two tracks compete for a cluster: 

• NN > cut: cluster is shareable consider additional position estimates

• NN < cut: penalize both tracks for sharing a cluster

• Implement physics knowledge: correlate information on successive layers

• only is clusters on both layers used on the same two tracks

• recover NN inefficiencies

fails NN shareable condition 
treat as sharable as likely NN inefficiency

Tracking optimization

48

• Track reconstruction re-optimized to fully profit from updated pixel clustering (Tracking 
in Dense Environment group):

• Move NN clustering  
stage later in the chain  
(during “ambiguity solving”)

• Correlate NN cluster  
splitting information  
across different layers

• Significant improvement seen in 
efficiency to correctly reconstruct and 
assign clusters from B+ meson decays
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Figure 2: A comparison of the average number of merged pixel clusters on truth-based reconstruction tracks
(Section 3.3) and split (shareable) pixel clusters is shown as a function of the ⇢ and ⌧ transverse momentum. The
trend of the average number of shareable clusters on tracks reconstructed by the TIDE optimized chain follows the
true average number of merged clusters as shown on the points labeled Ideal better than the Baseline reconstruction
chain. Section 5.3 lists the full set of di�erences between the Baseline and TIDE reconstruction chain.
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Figure 3: The e�ciency by which reconstructed clusters are properly assigned to a track is shown for the two
innermost pixel layers (layer 0 and layer 1) as a function of the minimum truth particle separation at layer 0. A
vertical slice shows the expectation for the number of clusters on the first two layers for a given pair of tracks and
their separation at layer 0. The TIDE optimized setup outperforms the baseline on both layers. Section 5.3 lists the
full set of di�erences between the Baseline and TIDE reconstruction chain.
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Figure 12: The light-flavour jet rejection in bins of jet p
T

(a) and |⌘ | (b) for the MV1c b-tagging algorithm using the
Run-1 detector and reconstruction software (blue) compared to the MV2c20 b-tagging algorithm using the Run-2
setup (red). In each p

T

or |⌘ | bin the b-tagging cut value has been chosen in such a way to yield a constant b-jet
e�ciency of 70%.
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Figure 13: The c-jet rejection in bins of jet p
T

(a) and |⌘ | (b) for the MV1c b-tagging algorithm using the Run-1
detector and reconstruction software (blue) compared to the MV2c20 b-tagging algorithm using the Run-2 setup
(red). In each p

T

or |⌘ | bin the b-tagging cut value has been chosen in such a way to yield a constant b-jet e�ciency
of 70%.
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• Further optimization performed in the b-tagging group

• E.g. new multivariate tagger (MV2)

• x4 better rejection  
at low jet pT

• now also x2 better  
rejection at high jet pT!

• Just presented at EPS

• Commissioning with Run-2  
data ongoing…

• Will increase sensitivity  
to H → bb signals!
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• Increased centre of mass energy of √s=13 TeV

• VH cross section increased by x2

• Backgrounds increase more: ttbar by x4, W/Z+jets by x2.5

• Sensitivity estimates are based on the five purest bins of the BDT

• Assuming same performance and same systematics as in Run-1

• S/B degrades by 15-30%, significance improves by ~20%

Run-1  
8 TeV 20 fb-1

Run-2  
13 TeV 20 fb-1

Run-2
13 TeV 80 fb-1

Sensitivity w/o 
systematics 3.1σ ~4σ ~8σ

Sensitivity with 
systematics 2.5σ ~3σ ~4.5σ

Reducing  
systematics  
will become  
crucial!!

Approximate estimates
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• Higgs boson discovery through decays to bosons, but decays to fermions 
equally important to test nature of Higgs boson

• Probe Yukawa couplings

• BR(bb) ~ 57% implies H → bb crucial to measure absolute couplings

• Thanks to advancements in algorithms and analysis techniques,  
reduced uncertainty on H → bb signal to 40% of SM expectation

• But no clear evidence of a signal yet

• All measured couplings compatible with SM within 20-30%

• Still a lot of space for Higgs boson decays to invisible!

• Run-2 will allow us to observe a H → bb signal, if there (>5σ expected), 
and measure Higgs boson couplings more precisely

• Profit from enhanced b-tagging due to new detector and new algorithms


