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« COMPASS

— fixed-target experiment at CERN studying the
structure of the nucleon and spectroscopy.

— 500 TB of data (during 2002 and 2003 runs),
estimated of 300 TB data/year.

— At the beginning these data together with the
reconstructed events information were put in
CASTOR and metadata in a database
Infrastructure based on Objectivity/DB.

— Starting from 2003 Oracle has been adopted as
the database technology for storing experiment
metadata (currently over 7.2 TB of data in Oracle

DB).
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’ ' Event metadata organized by weeks into separate users
with different tablespaces

 Each user have the same tables' structure

* 10Ts (Index Organized Tables) used to store data and
retrieve them very efficiently

* One of the biggest schema (event metadata of week
39/2008) has ~220GB of data (over 4 billion rows in one
table!)

’1 Oracle SQL Developer : TABLE COMPASS_08W39.EVENT _HEADERS@compr — |EI|1|
File Edit Wiew Havigate BRun Source Versioning Migration Tools Help
BoBg 90 XER Q-0 5- T
B connections [JFies |Gl =] [ compr FEIEVENT_HEADERS [ = £y 4
@ Eﬁ _']}" Columns  Data |Constraint3 |Grarﬁs |Statistics |Triggers |Dependencies |Details |Indexes |SQL g
£ ) = 5
@ COMPASS_DBW2E A A F @ actions... A~ &
i =
& COMPASS_DEW28 B coumn Mame |8 Data Type |8 wunable |pata Detaut B coLummo (B Primary key |8 commenTs | g
[ COMPASS OSWVW3D by
: = RAwEY_FILE_D MUMBERCE 1) Mo (nully 10 1 (rully o
H @ COMPASS_0BW33
B @ COMPASS O3S EWENT_NUMEER MUMBER(1 0,0 Mo (nully 2 2 (rull
2o COMPASS_0EWaT RIIN_MUMEER MUMBERCE 1) Mo (nully 1 (rull Crully [
@ COMPASS_0&w3a BURST MUMBER(S,0) Mo (nully 3 (rull Crully o
E-{E3 Tables EWENT_N_BURST MUMBERCE 1) Mo (nully 4 (rull Crully ﬁ
@ = EARERE TRIGGER _MASHK, NUMEBER(12,0) Mo (rin 5 {null (rull “
Esr-{E FILE_MAPS TIME_SEC NUMBER(12,0 n I 5 Iy el
-1 LockTaE = 120 o (nul) (i Cully
5 runs TIME_LISEC MUMBER(12,0 Mo (nully 7 (rull Crully
E SPCEY_SEGMENTS ERROR_CODE MUMBER(12,01 Mo [rull) g (il Crll)
CERN IT Department - WRONG_EVENT_HEADERS EWEMT_SIZE MUMBERCE 1) Mo (nully a (rull Crully
CH-1211 Genéve 23 B (B Views RawWEY _FILE_OFFSET MUMBER(1 2,0 Mo (nully 1 (rull Crully
. -8 Indesces
Switzerland
. E]---{ﬁ Packages
www.cern.ch/it -8 Procedures (&l sl History
» compr | COMPASS_08w3d | EVENT_HEADERS Editing




!D M COMPASS reconstruction metadata =27

I

Department

SN
ol | Reconstruction metadata organized into separate users
' with different tablespaces

« Each user have the same tables' structure

* 10Ts (Index Organized Tables) used to store data and
retrieve them very efficiently

* One of the biggest schema has ~139GB of data (over 3
billion rows in one table!)
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DVl COMPASS — Data Life Cycle T e

* Advantages
— Data fully separated — self contained set of data
(different schemas/tablespaces)

— Manageability — data can be easily
exported/imported/dropped (schema export/datapump)

« Disadvantages

— Complex cross-schema dependencies may be needed
to be maintained (not an issue for COMPASYS)

— Password and privileges management issues (multiple
schemas for single application) — higher management
overhead

« Common reader/writer accounts and access
management needed



CERNlT

Department

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it



