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Outline	

•  Introduc<on	to	CLIC	
•  Physics	case	for	a	linear	high	energy	collider	(CLIC)	
•  CLIC	experimental	condi<ons	

q  Beam	background	
•  Calorimeters	R&D	

q  High	granularity	
•  Jet	clustering	at	lepton	colliders	
•  Plans	for	jet	substructure	techniques		
•  Conclusion		

Observa(ons	on	jet	reconstruc(on	in	this	talk	are	valid	for	a	general	
lepton	collider.	Most	challenging	beam	background	environment	for	
high	energies	à	CLIC	at	3	TeV	(info	about	other	projects	in	backup)	
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CLIC	in	a	nutshell	

•  2-beam	accelera<on	scheme		
•  Gradient	100	MV/m	at	room	temperature		
•  Proof	of	concept	in	CTF3	
•  Built	in	energy	stages:	380	GeV	–	3	TeV		
•  Physics	program	over	20	years:	H,	t,	BSM	
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3 CLIC post-CDR accelerator optimisation

Table 7: Proposed CLIC energy staging scenario for optimal physics performance, assuming between
5 and 7 years of running including luminosity ramp-up at each of the three energy stages as
described in Section 4.2.

Stage
p

s (GeV) Lint (fb�1)

1 380 500
350 100

2 1500 1500

3 3000 3000

new states previously discovered at LHC or by acting as a discovery machine in its own right. For
new particles produced in pairs direct detection is possible up to the kinematic limit of

p
s/2. Indirect

detection through precision observables profits from high
p

s in many cases as well, as illustrated with
the Z0 and composite Higgs examples of Section 2.5.
Based on our current knowledge, CLIC has its optimal physics physics potential when constructed and
operated in three main energy stages: 380 GeV, 1.5 TeV and 3 TeV. Here, the low energy stage is chosen
as the optimum between Higgs and top physics reach, and 3 TeV is the maximum which can presently
be envisaged. The choice of the intermediate energy stage at 1.5 TeV is driven by the fact that this is the
maximum energy that can be reached with a single CLIC drive-beam complex. Realistically, one can as-
sume that CLIC will operate for the equivalent of 125 days per year at 100% efficiency (see Section 4.3).
A period of luminosity ramp-up will be necessary at each stage of CLIC. Together with the expected
peak luminosity at the different energies (see Section 4) this results in the integrated luminosities listed
in Table 7.

3 CLIC post-CDR accelerator optimisation

3.1 Overview

A first optimisation of the parameters for a 3 TeV CLIC accelerator complex was performed as early as
2008, based on performance and cost models developed at that time. During the years leading to the
CDR in 2012 [3], a large number of simulation studies and R&D tests validated most aspects of the
CLIC design. In parallel, more detailed models of power consumption and cost of a 3 TeV CLIC facility
were developed for the CDR. The results of those studies, together with physics scenarios envisaged at
the time, provided the basis for the proposal to build CLIC in energy stages. In Volume 3 of the CDR [5],
an example of the implementation and operation of CLIC in three energy stages is described. During the
past years more high-gradient tests of the main linac accelerating structures have been made, which allow
a review of the performance limitations that are used in the optimisation. The gradient G which can be
achieved in these structures is largely limited by vacuum arcing, otherwise known as RF breakdowns. For
a reliable operation of CLIC breakdowns must occur during less than 1% of the machine pulses in any
of the installed structures along the entire length of the main linacs. This translates into the specification
of “fewer than 3⇥10�7 breakdowns per pulse and per metre of accelerating structure”.
Designing structures with the required low breakdown rates at the design gradient is done by constrain-
ing certain RF parameters, such as the surface temperature rise during an RF pulse sent to the structures.
Experiments and long-term testing of CLIC RF structures are ongoing. To first approximation, these tests
confirm the assumptions for the RF constraints used for the CDR. For example, an RF structure which
does not have features necessary for higher-order-mode damping (damping will be required for the op-
eration of the structures with intense beam trains) reached a gradient well above the nominal 100 MV/m
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380	GeV	 1.5	TeV	 3	TeV	

“Updated	baseline	for	a	staged	Compact	Linear	
Collider”	à	soon	available	as	CERN	Yellow	Report		



Physics	program	
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DRAFT

3.2. Recoil mass reconstruction

For each candidate H(Z ! qq) event, the recoil mass is calculated from m2
rec = (

p
s�Eqq )2 �~p2

qq , where Eqq and
~pqq are the summed energy and momentum of the di-jet system from the identified candidate Z ! qq decay. In the
case of the candidate invisible Higgs decay sample, the two jets are assumed to be from Z ! qq. The resulting recoil
mass distribution for simulated invisible H decays, which peaks strongly at mrec ⇠ mH, is shown in Figure 4a. In
the case of the candidate visible Higgs decay sample, the situation is more complicated as this sample encomppasses
many different HZ event topologies. For example, H ! bb decays will result in a four-quark HZ final state, usually
yielding four jets. Whereas, H ! WW⇤ ! qq`n and H ! WW⇤ ! qqqq decays will respectively usually yield five-
and six-jet final states. In all cases gluon radiation in the parton shower can increase the reconstructed jet multiplicity
from the tree-level expectation.

In order to achieve the desired (near) model independence of the analysis, it is necessary to have a similar quality of
recoil mass reconstruction for all H visible decay modes. This hinges on the correct identification and reconstruction
of Z ! qq di-jet system. The first stage is to force events in candidate visible Higgs decay sample into a four-jet
topology. From the three possible di-jet combinations, the di-jet system with invariant mass mqq closest to mZ is
identified as the candidate Z ! qq decay and it energy and momentum are used to calculate the recoil mass mrec. In
selecting the candidate Z decay, only jets containing more than three charged particles are considered. To improve the
reconstruction of higher-jet-multiplicity final states, such as H !WW⇤ ! qqqq, each event is also forced into five jets
and the di-jet system with mass closest to mZ is again identified as the candidate Z ! qq decay. The five-jet topology
is only used if � log10(y45)> 3.5 and both mqq and mrec are respectively closer to mZ and mH than the corresponding
values from the four-jet reconstruction. Even in the genuine six-parton topology HZ ! (WW⇤)qq ! (qqqq)qq
only 13 % of events are reconstructed as five jets. However, provided the jets from the Z ! qq decay are correctly
identified, there is no need correctly reconstruct the recoiling system as only the properties of the Z ! qq decay
are used in the subsequent analysis. For this reason, allowing the possibility of reconstructing events as six jets was
found not to improve the overall recoil mass reconstruction. Figure 4b shows the resulting recoil mass distribution for
simulated HZ events with H ! bb, H ! WW⇤ ! qqqq and H ! t+t�. Despite the very different final states, similar
recoil mass distributions are obtained.
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Figure 4: a) The reconstructed hadronic recoil mass distribution for the simulated HZ events with Z ! qq and
H ! invis.. b) The reconstructed hadronic recoil mass distributions for HZ events with Z ! qq, shown for H ! bb,
H ! WW⇤ ! qqqq and H ! t+t�. In each case the distributions are normalised to unit area. An underflow (not
shown) contains the small fraction of events where no good Z ! qq candidate is identified).
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2 CLIC physics
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Figure 7: a: tt cross section as a function of centre-of-mass energy for tt production simulated in a scan
of ten data points of 10 fb�1 each in steps around

p
s = 350 GeV [36]. b: Correlation between

the top mass mt and the strong coupling constant as extracted from the threshold scan [36].

however expected that the theoretical as well as the experimental as uncertainties can be reduced in the
future, such that these additional mass uncertainties can be further reduced to approximately 10 MeV.

Invariant mass technique The invariant mass measurement of the top quark has been studied for
CLIC at

p
s = 500 GeV, for an integrated luminosity of 100 fb�1 [36]. With a top pair production cross

section of 530 fb at
p

s = 500 GeV this results in 53000 tt events allowing for a precision measurement.
By using maximum likelihood fits to the reconstructed invariant mass distributions, shown in Figure 8
for fully-hadronic events, and by comparing the measured invariant mass distribution with that predicted
by leading order (LO) event generators, a top mass compatible with the input value can be extracted,
with a statistical precision of 80 MeV [36].
Relevant systematic uncertainties, for instance including the uncertainty on the jet energy scale, are
limited to a similar level as the statistical uncertainty. The extracted top width is compatible with the
input value and it has a statistical uncertainty of 220 MeV.
An advantage of the top quark invariant mass measurement is that it can be performed at any centre-of-
mass energy above the top pair production threshold. A disadvantage is, however, that currently the top
mass is obtained only in the context of the LO event generator used in the comparison to data. Next-to
leading order (NLO) calculations of the decay are expected in time for CLIC operations which could
further reduce the uncertainties in this measurement.
In addition, non-perturbative corrections could be large, resulting in substantial systematic uncertainties
when interpreting the extracted top mass in theoretically well-defined mass schemes. These uncertainties
are expected to be larger than the experimental uncertainties listed above (Add references?).

2.4.2 Top quark as a probe of BSM physics

For top quark measurements as probes of BSM physics, a trade-off has to be made between centre-
of-mass energies optimised for available statistics, or for small uncertainties on theoretical predictions,
or for the expected magnitude of BSM effects on the top sector. Details of these considerations are
described in the following. Example measurements at the first stage of CLIC are described. An outlook
on top physics studies at the subsequent CLIC stages of higher centre-of-mass energy will be given.

20

•  Top	mass	measurement	
q  Precision	for	1S	mass	scheme:	50	MeV		

•  Top	quark	form	factors	looking	at	Ab		
q  Sub-percent	level	(1	order	of	magnitude		

becer	than	HL-LHC	projec<on)	
•  Direct	and	indirect	BSM	searches	(including	top)	

q  Dedicated	program	at	1.5	TeV	and	3	TeV	
q  High	mul<plicity	final	states	

•  High	precision	measurement	of	Higgs	proper<es	
q  Couplings:	mostly	sub-%	level		

																			(%	level	for	rare	decays)	
q  Precision	on	Higgs	width:	3.4%	(24	MeV)	

•  Model	independent	couplings	determina<on	
q  Mass	recoil	method	in	ee->Z(µµ/ee/qq)H	events	

•  “Higgs	Physics	at	the	CLIC	Electron-Positron	Linear	
Collider”	à	to	be	published	soon	
	



Requirement	on	jet	energy	resolu+on	
•  Excellent	jet	performance	is	crucial	in	the	full	

detector	
q  At	high	energies	à	forward	physics	objects	

•  Jet	energy	resolu<on	important	to	separate	
final	state	decay	products	

•  In	this	example:	hadronic	W	and	Z	decays		
•  3%–5%	jet	energy	resolu+on	gives		
∼2.6σ	−	2.1σ	W/Z	separa<on	
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Introduction Motivation

Detector requirements: Jet energy resolution

Jet energy resolution (JER)
requirements depend on physics goals

Starting point for detector design
! Ability to separate hadronic

W and Z decays

ZW!qqqq

Perfect ! 3.1s W/Z sep. 2% JER ! 2.9s sep. 3% JER ! 2.6s sep. 6% JER ! 1.8s sep.

Minv Minv Minv Minv

3%–4% jet energy resolution gives ⇠ 2.6�2.3s W/Z separation

Eva Sicking (CERN / University of Freiburg) Particle Flow Calorimetry 3 March 2016 3 / 24
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CLIC	machine	environment	at	3	TeV	
•  Small	beams	at	IP	lead	very	high	E	field	

à	Beamstrahlung	
q  Pair	produc<on	and	γγ->hadrons	

~	19	TeV	energy	per	156	ns	train	

q  Luminosity	spectrum	à	System	can	be	
boosted	along	beam	axis	
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2.1 THE CLIC EXPERIMENTAL ENVIRONMENT
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Fig. 2.1: The luminosity spectrum for CLIC operating at (left)
p

s = 500 GeV and (right)
p

s = 3 TeV.

2.1.2 Beam-Induced Backgrounds
There are three main sources of beam related backgrounds at CLIC:

– e+e� pairs which are predominantly produced with low transverse momenta pT;
– gg ! hadrons which result in pile-up of low energy particles with pT . 5 GeV;
– beam halo muons.

Each background has been studied in detail and the impact on the detector design has been carefully
evaluated using full GEANT4 [2] simulations of the CLIC detector concepts which are described in
Section 2.2 and Chapter 3. The beam-beam backgrounds are estimated from simulation. First, the
particles in the CLIC beams are tracked from the beginning of the main linac to the interaction point [3].
Then the resulting distributions are used, without modifications or approximations, as input for the beam-
beam simulation code GUINEAPIG [4] which uses the known cross sections for the relevant physical
processes [5]. Uncertainties on the simulation of the production rates and of the detector response have
been estimated. As a result, safety factors of two for the background rates from gg ! hadrons and five
for the ones from e+e� pairs have been estimated. Details are described elsewhere [6, 7]. Throughout
this document, results obtained with nominal parameters are presented in most tables and figures, while
safety factors are mentioned explicitly in the text.

Table 2.2: Fraction of luminosity above
p

s0/
p

s.

Fraction
p

s0/
p

s 500 GeV 3 TeV

> 0.99 62% 35%
> 0.90 89% 54%
> 0.80 97% 68%
> 0.70 99.3% 76%
> 0.50 99.9% 88%

2.1.2.1 Pair Background
The large flux of beamstrahlung photons will produce e+e� pairs in the strong electromagnetic fields
of the electron and positron bunches, both by coherent and incoherent pair creation processes [8]. The

45

p
s/
p

s0 CLIC 3 TeV

> 99% 35%
> 90% 54%

à	Jet	finding	algorithms	from	
					LEP	no	longer	appropriate	

3 The Compact Linear Collider

ILC: 200 ms / CLIC: 20 ms ILC: 199 ms / CLIC: 19.844 ms

ILC: 2625 bunches, 1 ms / CLIC: 312 bunches, 156 ns

ILC: 300 µm / CLIC: 44 µm ILC: 369 ns / CLIC: 0.5 ns

Figure 3.5: Schematic view of the time structure of a beam at the ILC at
p

s = 500 GeV (black numbers) and at
CLIC at

p
s = 3 TeV (red numbers). The beam is split into trains with a large gap in between (top). Each train

consists of several bunches as indicated in the lower two sketches. Pictures are not to scale. Numbers for CLIC
from [20]. Numbers for ILC correspond to the nominal design in [18].

3.1.5 Luminosity Spectrum

In any particle accelerator the energy of the colliding particles is subject to an intrinsic spread. At CLIC
this energy spread is expected to be 0.35% around the nominal beam energy of 1.5 TeV. In addition,
the mean beam energy is expected to fluctuate by approximately 0.1% [23]. The biggest e↵ect on the
center-of-mass energy at CLIC originates from the beamstrahlung introduced above. The potentially
large energy loss of one or both of the colliding particles at the interaction point leads to long tails to low
energies in the distribution of the e↵ective center-of-mass energy: the luminosity spectrum. This e↵ect
is illustrated in Fig. 3.6. For the nominal CLIC parameters, shown in Table 3.1, the fraction of collisions
within the highest 1% of the nominal energy corresponds only to 35% of the total luminosity. This
mostly a↵ects the measurement of processes with production thresholds close to the nominal center-
of-mass energy. On the other hand, processes which can be produced at lower

p
s will benefit from a

significantly larger fraction of the total luminosity. In any case this luminosity spectrum has to be taken
into account when calculating production cross sections at CLIC.

We want to stress that the long tail in the luminosity spectrum is mostly caused by the beam-beam
e↵ects which can not be avoided if a high total luminosity is desired. A CLIC accelerator at lower
center-of-mass energies of

p
s = 500 GeV would have a much narrower luminosity spectrum with

almost 75% of the luminosity within the highest 1% of the energy, but with a lower total luminosity of
only 2.0 ⇥ 1034 cm�2s�1 [23].

3.1.6 Staged Construction

The configuration of the accelerator and especially the beam delivery system is chosen to optimize
the available luminosity for the nominal center-of-mass energy. Although the accelerator can also be
operated at lower

p
s this will result in a significantly lower total luminosity. For certain scenarios,

e.g. a threshold scan, the accelerator will need to be operated far from its nominal energy. It is thus
beneficial to construct CLIC in several stages with increasing center-of-mass energies. The chosen
energy stages will depend strongly on the new physics scenarios discovered at the LHC. One possible
scenario involving three energy stages is investigated in [70]. There, the first stage is designed for a

22

20	ms	

312	bunches,	156	ns	

0.5	ns	 40	nm		
		1	nm	

Total	luminosity:	5.9×1034	cm-2s-1	

CLIC Machine Environment 

Mark Thomson LCWS 2011, Granada 5 

CLIC 0.5 TeV CLIC 3 TeV 
L [cm-2s-1] 2.3×1034 5.9×1034 

BX/train 354 312 
BX sep 0.5 ns 0.5 ns 
Rep. rate 50 Hz 50 Hz 
L/BX [cm-2] 1.1×1030 3.8×1030 

γγ!X  / BX 0.2 3.2 

σx/σy     202 / 2 nm 40 / 1 nm 

"  Beam related background: 
!  Small beam profile at IP leads very high E-field; 

#  Beamsstrahlung 
#  Pair-background 
#  Effects much more pronounced at CLIC 

"  Bunch train structure:  
!  CLIC:  BX separation 0.5 ns 

#  Integrate over multiple BXs of γγ→ hadrons 
#  19 TeV visible energy per 156 ns bunch train  
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Background	rejec+on	
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Backup: Forward WW 

Mark Thomson LCWS 2011, Granada 42 

No background 

Backup: Forward WW 

Mark Thomson LCWS 2011, Granada 42 

No background 

Backup: Forward WW 

Mark Thomson LCWS 2011, Granada 42 

No background •  Triggerless	readout		

Mark Thomson LCWS 2011, Granada 18 

CLIC Timing Strategy 
"  Based on trigger-free readout of detector hits all with time-stamps 

!  assume multi-hit capability of 5 hits per bunch train 
"  Assume can identify t0 of physics event in offline trigger/event filter 

!  define “reconstruction” window around t0 

…. …. 

"  Hits within window passed to track and particle flow reconstruction 

Subdetector Reco Window Hit Resolution 
ECAL 10 ns 1 ns 
HCAL Endcap 10 ns 1 ns 
HCAL Barrel 100 ns 1 ns 
Silicon Detectors 10 ns 10/√12 
TPC (CLIC_ILD) Entire train n/a 

Sufficient calorimeter 
  integration window 

"  Still 1.2 TeV reconstructed background per event 

CLIC hardware  
requirements 

•  Find	the	t0	physics	event	offline	and	pass	a	window	
around	t0	to	the	reconstruc<on	

q  Compromise	between	calorimeter	integra<on	<me	
and	bkg	minimisa<on	à	10	ns	(100	ns	for	W)	

à	Energy	in	calorimeters:	from	~19	TeV	to	~1.2	TeV	
	

•  Apply	pT	and	<ming	cuts	on	PFOs		
(loose,	default	and	<ght	selec<ons	available)	

q  Calorimeter	<me	stamp	resolu<on:	1	ns	
q  Time	corrected	for	shower	development	and	TOF	
q  Cuts	depend	on	par<cle	type,	pT	and	θ

§  Allow	to	protect	high	pT	object	
à	Energy	in	calorimeters:	from	~1.2	TeV	to	~100	GeV	

AOer	+me	window:	~1.2	TeV	

AOer	+ming	and	pT	cuts:	~100	GeV	

Forward	WW,	no	background	



Imaging	calorimeters	
•  Achieve	JER	3%–5%	and	cope	

with	bkg	occupancy			
•  Par<cle	flow	(PFA):	always	use	

best	info	available	
•  High	granularity	calorimeters	

designed	for	PFA:	resolve	
energy	deposits	from	different	
par<cles	
q  W-Si	ECAL,	5×5mm2	cell	size	

Δη×Δφ	=	0.003×0.003	
q  Fe-Sc	HCAL,	30×30mm2	cell	size	

Δη×Δφ	=	0.0015×0.0015	
•  Soqware	(PandoraPFA,		

EPJC.75.439):		iden<fy	energy	
deposits	from	each	par<cle	
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Pandora LC Reconstruction 21

Pandora JER Studies

S. 
G

re
en

• With adoption of a clear calibration scheme, able to investigate jet energy resolutions for a 
range of digitisation and detector configurations, and perform detector optimisation studies.

• Studies performed very carefully and fully described in S. Green’s talk: Sim/Reco, 13:30, Wed.

• iLCSo'_v01_17_07	
-PandoraPFA	v02-00-00	

• Digi9sa9on:	ILDCaloDigi	
-Realis9c	ECal	and	HCal	op9ons	
-100	ns	ECAL	and	HCAL	Timing	Cuts	

• 1	GeV	HCAL	cell	EHAD	trunca9on	

• PandoraAnalysis	Calibra9on	Tools

Pandora LC Reconstruction

Pattern Recognition 

3

• The calorimeters designed for use at a future e+e- collider can image particle interactions in 
unprecedented detail. Recorded events contain wealth of information for use in physics analyses.

• The human brain is amazing at pattern recognition and can readily reconstruct most event 
topologies. This guides the Pandora approach to automated computer pattern recognition.

HCAL

TPC
EC

AL

n

!+

γ

• Particle flow approach to calorimetry: 
just one key example of the advantages 
of fine granularity, imaging detectors.

�jet =
q
�2
trk + �2

ECAL + �2
HCAL + �2

conf

60%	 30%	 10%	

Pandora	preliminary	

Z->qq(u,d,s)	

jet	composi<on	



Tracking	within	hadronic	showers	
•  Fe-SDHCAL	prototype,	1x1cm2,	pions	10-80	GeV,	CaliceAnalysisNote-047	
•  Study	of	substructure	of	hadronic	shower	à	tracks	from	charged	par<cles	

q  Understand	the	calo	response	and	es<mate	op<mally	the	hadronic	energy		
q  Connec<ng	clusters	produced	by	hadronic	interac<on	of	secondary	charged	

par<cles	to	the	main	one	à	it	helps	PFA	

•  Best	agreement	between	data	and	QGSP_BERT	(OK	also	FTFP_BERT)	
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Figure 10: 50 GeV hadronic shower illustrating that connection between clusters could be done
with the reconstructed tracks.

Another advantage one may have in extracting the segments is to use them for a better energy
reconstruction. In the SDHCAL energy reconstruction method, each of the thresholds has a differ-
ent weight [1]. Tracks of low energy that stop inside the calorimeter may have hits of second or
third threshold. This may biais the energy estimation. Therefore giving the same weight for all the
hits belonging to these tracks should improve on the energy reconstruction.

7. Conclusion

The Hough Transform is a simple and powerful method for finding tracks within a noisy environ-
ment. The technique to use this method to extract tracks in hadronic showers was applied to events
produced by the exposure of the SDHCAL to hadron beams. The parameters of this technique have
been detailed and allowed to have an efficient extraction. This method was also applied to simu-
lated hadronic showers. Comparison with data allows to discriminate the different hadronic shower
models used in the simulation. The advantages of using Hough Transform tracks to calibrate the
hadronic calorimeter in situ are presented. In addition these tracks can be a useful tool in the PFA
techniques. The extension of this technique to hadronic showers in the presence of magnetic field
is being worked out. For high energy tracks whose trajectory is weakly affected by the magnetic
field the same method could be used. For those of low energy, their trajectory is well characterized.
The projection of these trajectories to the plane perpendicular to the magnetic field is a circle-like.
Hough Transform method can be then used to find those circles in an appropriate way.

References

[1] The CALICE Collaboration, First results of the CALICE SDHCAL technological prototype, CALICE
Analysis Note CAN-037, 30th November 2012
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Figure 6: Track length in hadronic showers for simulation and for data at 10, 40 and 70 GeV. The
digitizer used in the simulation was tuned using hadrons data as explained in the text
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Figure 7: Left : Mean number of reconstructed tracks in hadronic showers as a function of the
beam energy (a) and the ratio between simulation and data (b). Right : Mean track length as
a function of the beam energy (a) and the ratio between simulation and data (b). Black crosses
correspond to data. Red squares correspond to FT FP_BERT _HP physics list, blue triangles to
the QGSP_BERT _HP one and green triangles to LHEP. The digitizer used in the simulation was
tuned using hadrons data as explained in the text.

6. Use of Hough Transform tracks for PFA and calibration purposes

The tracks one can extract from hadronic showers play an important role to check the active layer
behaviour in situ by studying the efficiency and multiplicity of the detector. For this the selected
Hough Transform segments that exhibit a good c2 behaviour are used. To study one layer, only
clusters belonging to the other layers are kept and a new fit of the segment parameters in both (z,x)
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Figure 4. Time of first hit distribution of muon data with steel absorbers and hadron data with steel and
tungsten absorbers in a time range of �10ns to 200ns (top). The histograms are normalized to the number
of events in which at least one first hit could be identified and show the number of hits per T3B DAQ time
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the data, as described in the text.

6.2 Hadronic Shower Timing in Different Absorber Materials

Within a hadronic cascade, absorber materials with high atomic number Z and higher neutron con-
tent are expected to release an increased number of evaporation neutrons. Such neutrons contribute
substantially to delayed energy depositions predominantly by two mechanisms relevant at different
times relative to the first interaction. The elastic scattering of evaporation neutrons with the active
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Fig. 1 Visible energy, given by the sum of the two highest-energetic
jets EJet1 + EJet2 for the different jet finding techniques and given by
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in the event, and for a fixed number of jets also has a strong

impact on the size of the beam jets. Since this metric makes

use of the pseudorapidity, the distance between particles gets

stretched in the forward region, making the algorithm less
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considered in the analysis.

As a comparison, two inclusive jet algorithms have been

studied as well, the anti-kt algorithm [25] and the Seedless

Infrared Safe Cone (SISCone) [26] algorithm. Those two al-

gorithms use the same metric as the longitudinally invariant

kt algorithm, and are thus also expected to be rather robust

against beam-induced background.

All of the considered algorithms, with the exception of

the Durham algorithm, have one tuneable parameter, the jet

radius parameter R. For the anti-kt and the SISCone algo-

rithms, this parameter influences the typical size of the jets,

and with that the number of jets that are found in a given
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gorithm, the R parameter influences the amount of particles

that are clustered into the beam jets, and with that the total

visible energy that is included in the pre-defined number of

reconstructed jets. In this study, the R parameter is tuned on

events with background to obtain a good agreement of the

visible energy in the case of the kt algorithm, and to achieve

a clustering of the majority of the signal events into two jets

for the anti-kt and the SISCone algorithms. For the kt al-

gorithm, R = 0.7 is chosen, while R = 0.5 is found to be

optimal for the anti-kt and the SISCone algorithm.

To compare the performance of the different jet finding

algorithms, two different scenarios for timing and momen-

tum cuts applied in the event reconstruction are considered.

The sensitivity of the different algorithms to γγ → hadrons

background is illustrated on events without timing cuts. In

those events, the added 60 bunch crossings of background
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Figure 4. Diagram of the parameter space spanned by exponents � and � of the VLC algorithm.

is therefore crucial for the background resilience in experiments with large background levels

in this region. The background resilience can be tuned independently of the parameter R that

governs the jet radius.

5 Jet energy corrections

The finite jet size a↵ects the size of perturbative and non-perturbative energy corrections. We

quantify its impact, adapting the analysis of Reference [14] to a lepton collider environment. The

particles from e+e ! qq̄ events are clustered into two jets using several main-stream algorithms.

For jets of finite size energy may leak out of the jet, leading to a systematic correction

of the measured jet energy compared to that of the final state parton. This energy leakage

is of course expected to be most pronounced for jets with a small radius parameter and must

vanish for algorithms that cluster all particles. Part of the energy correction due to the finite

size is amenable to perturbative calculations, but a non-negligible e↵ect is also present due to

non-perturbative e↵ects (hadronization). In Reference [14] the sum of the two contributions is

estimated by comparing the initial parton to the jet of stable particles. The (non-perturbative)

part due to the hadronization process is evaluated by comparing jets reconstructed on the partons

after the parton shower (but before hadronization) to the stable-particle jets.

In Figure 5 estimates are shown for the energy corrections as a function of radius parameter

R in e+e� ! qq̄ production at
p
s = 250 GeV. As expected, the size of the corrections grows

with decreasing radius parameter. For R = 1 the perturbative correction ranges between 2 and

5%, while the non-perturbative corrections are well below 1% for (R > 0.3). The three curves

correspond to di↵erent jet reconstruction algorithms, run in exclusive mode with N =2: the

generalized kt algorithm for e+e� collisions with p=1 (black, continuous line), the longitudinally

– 8 –
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β = clustering order

γ = jet area with polar 
angle

the following inter-particle distance:

di j = min(E2�
i , E

2�
j )(1 � cos ✓i j)/R2 (6)

For � =1 the distance is given by the transverse
momentum squared of the softer of the two parti-
cles relative to the harder one, as in Durham.

The beam distance is:

diB = p2�
T (7)

The algorithm has been implemented as a plug-
in for the FastJet [16, 17] package.

6. Comparison of the distance criteria of se-
quential recombination algorithms

The choice of distance criterion defines the
essence of the jet algorithm and has profound im-
plications on its performance in a given environ-
ment. The distance criteria are most easily visual-
ized using the plots in Figure 1, where the distance
of two particles with an energy of 1 GeV and a po-
lar angle separation of 100 mrad is plotted versus
polar angle. The usual cylindrical coordinates are
used, where the z-axis is aligned with the beam
axis. Particles emmited at a polar angle of 0 de-
grees travel along the beam line, while ✓ = ⇡ cor-
respond to the central part of the detector.

The distance di j of e+e� algorithms is indepen-
dent of polar angle, as shown in Figure 1(a). This
also applies to the algorithm proposed here, that
is labeled “Valencia” in the Figure. This is gen-
erally not the case, however, for algorithms used
at hadron colliders. Two e↵ects come into play.
For two particles separated by a given polar angle,
the pseudo-rapidity di↵erence �⌘ grows larger in
the forward region. At the same time the distance
between two particles with energy E decreases as
pT is reduced. The net e↵ect for the kt algorithm
is a sharp decrease of the distance in the forward
region.

The relation between the inter-particle distance
di j and the beam distance diB governs the relative
attraction of beam jets and final-state jets. The be-
haviour of the ratio di j

diB
is therefore a crucial prop-

erty for the background rejection performance of
the algorithm. The ratio is shown as a function of
polar angle in Figure 1(b). As might be expected

from the functional form in Equation 4, the ratio is
flat for e+e� algorithms (Durham). For the longi-
tudinally invariant kt algorithm, on the other hand,
the ratio rises steeply in the forward region. For
the Valencia algorithm with � = 1 we obtain very
similar behaviour to longitudinally invariant kt.

The steep rise in di j
diB

at cos ✓ ⇠ 1 penalizes rel-
atively isolated particles in the forward and back-
ward directions, that are likely due to background
processes. The exponent � introduced in the Va-
lencia algorithm gives a handle to enhance or di-
minish the increase of the di j

diB
ratio in the forward

region, as shown in Figure 1(c). Thus, we have a
handle to tune the background rejection that is in-
dependent of the parameter R that governs the jet
radius.

The several possibilities discussed in Sections 2
and 5 di↵er in the way neighbouring jets share
energy, with especially profound implications in
the forward and backward regions of the experi-
ment. To illustrates this point, we run a toy exper-
iment. Two toy ’partons’ are emitted, with their
axes at � = 0 and separated by a polar angle of
400 mrad. The energy of each of the ’partons’ is
equal to 50 GeV, irrespective of the angle under
which they are emitted. The energy flow inside
each of the ’jets’ is modeled by a parameterized
distribution, based on the jet shape measurements
by ATLAS [18].

The particles are clustered into exactly two jets
(exclusive clustering) using several jet algorithms
implemented in the FastJet package [16, 17],
among which the Durham algorithm, longitudi-
nally invariant kt, and the algorithm proposed in
this paper. The energy of the two reconstructed
jets is compared and a possible bias in the energy
sharing quantified as the energy asymmetry:

A =
Ec � E f

Ec + E f
(8)

where Ec is the energy of the most forward recon-
structed jet and E f that of the more central recon-
structed jet.

The results are shown as a function of the polar
angle ✓ in Figure 2. The e+e� algorithms, such as
Durham, yield no bias. The introduction of beam
jets leads to a slight asymmetry for very forward
jets in the Valencia algorithm. On average, more

4

jet reconstruction with the anti-kt algorithm [6]
yields good results despite the large background
due to several tens of additional proton-proton col-
lisions in each bunch crossing.

High-energy lepton colliders feature promi-
nently on the roadmap for the future of parti-
cle physics. Mature designs exist for a linear
e+e� collider that can attain center-of-mass ener-
gies from several 100 GeV to several TeV [7, 8].
Other possibilities, such as a large circular e+e�

collider [9] or a muon collider [10], are explored
as well. High-energy linear e+e� colliders present
an environment that di↵ers in several important re-
spects from that encountered at the Z-pole. Impor-
tantly, the rate for the production of mini-jets in
collisions of photons emitted from the incoming
electron and positron beams increases with center-
of-mass energy [11]. This �� ! hadrons back-
ground can have a considerable impact on jet re-
construction [8], in particular in the forward and
backward regions of the experiment.

The non-negligible background levels call for
a fresh look at lepton collider algorithms, and a
careful evaluation of their performance in realis-
tic conditions. In this Letter we propose a new
jet algorithm and study its performance for sev-
eral benchmark reactions. In Section 2 the robust
e+e� or VLC algorithm is presented. In Section 3
the key features of this algorithm are compared to
popular algorithms. In Section 4 the Monte Carlo
simulation setup that we used to benchmark the
performance of the algorithms is introduced. Fi-
nally, in Sections 5 through 7 we present results
for top quark pair and di-boson (ZZ) production
at the ILC and CLIC, in a realistic environment
including the relevant background. In Section 8
we summarize the most important findings of this
work.

2. A robust jet algorithm for e+e� colliders

Previous lepton colliders, such as LEP or SLD,
presented an environment with essentially negli-
gible background. Detailed studies of the �� !
hadrons background at the ILC or CLIC have
shown a significant impact on the jet reconstruc-
tion performance [8, 12]. Among several propos-
als to mitigate its e↵ect, the use of the longitudi-

nally invariant kt algorithm, intended for hadron
colliders, has led to a strongly improved back-
ground resilience.

We propose a new clustering jet reconstruction
algorithm for future e+e� colliders, the Valencia
Linear Collider or VLC algorithm, that maintains
a Durham-like distance criterion based on [en-
ergy, polar angle] and can compete with the back-
ground resilience of the longitudinally invariant kt
algorithm. The algorithm has the following inter-
particle distance:

di j = 2min(E2�
i , E

2�
j )(1 � cos ✓i j)/R2 (1)

, where R is the radius or resolution parameter. For
� =1 the distance is given by the transverse mo-
mentum squared of the softer of the two particles
relative to the harder one, as in the Durham algo-
rithm1. The beam distance of the algorithm is:

diB = E2� sin2� ✓iB (2)

, where ✓iB is the angle with respect to the beam
axis, i.e. the polar angle. In the default settings the
two exponents � and � are equal. For � = � = 1
the expression simplifies to diB = E2 sin2 ✓iB = p2

ti,
i.e. the beam distance is given by the transverse
momentum2.

The � parameter governs the evolution of jet
area with polar angle and is therefore a crucial pa-
rameter for the resilience to the forward-peaked
�� !hadrons background (a more extensive dis-
cussion is found in the next Section). For applica-
tion at the linear collider � should be chosen equal
to |�|.

The � parameter allows to change the cluster-
ing order. For � = 1 soft collinear splittings are
clustered first, like in the kt-algorithms (e+e� kt
or longitudinally invariant kt). For � = 0 cluster-
ing is strictly angular ordered (as in Cambridge-
Aachen [13]) and with � =-1 clustering starts with

1But, note that we have redefined the meaning of the R-
parameter with respect to the generalized e+e� algorithm with
beam jets. The R2 in the numerator yields greater freedom
than the 1 � cos R, that is limited to the interval [0, 2].

2The resulting combination of inter-particle and beam dis-
tance metrics is similar to that of the k? algorithm proposed
in Ref. [5], that has diB = 2E2

i (1 � cos ✓iB).

2

Parameters	can	assume	real	
values	–	smooth	transi<on	
-  γ		gives	the	evolu(on	of	the	

jet	area	with	polar	angle	
	

-  β	allows	to	change	the	
clustering	order	

VLC*algorithm*
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dij = min(E

2�
i , E

2�
i )(1� cos✓ij)/R

2

diB = E

2�
sin

2�
✓iB

for � = � = 1 ! diB = p

2
T,i

Valencia*algorithm:*

Longitudinal*invariant*algorithms:*

dij = min(p2nT,i, p
2n
T,i)�R2n

ij /R
2

diB = p2nT,i

for n = 1 ! kt, for n = �1 ! anti-kt

Reference)paper:)hsps://inspirehep.net/record/1291037?ln=en)

Use!of!longitudinal!
invariant!variables!pT,!η"

Specific!for!lepton!colliders!
!!no!need!for!longitudinal!
invariant!variables!
!!E,!θ!more!robust!for!
compu4ng!distance!in!
forward!regions!

At	lepton	colliders	exclusive	
clustering	is	usually	used		

dij = 2min(E2�
i , E2�

j )(1� cos ✓ij)/R
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diB = E2�
i sin

2� ✓iB
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5 Particle-level results
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Figure 8: The response to 1.5 TeV top jets as a function of polar angle for three jet algorithms, all with
radius parameter R = 1.5. The leftmost plot shows the median reconstructed jet energy, the
rightmost plot the mean jet mass. Both quantities are normalized to the response of the Durham
algorithm (E = 1.5 TeV, m = 371 GeV.

kt algorithm recovers over 99.5% of the top quark energy for R =1.5 and the response is independent
of the polar angle. The shrinking jet areas in the forward region of the longitudinally invariant kt and
VLC algorithms lead to a slightly smaller response for cosq > 0.6, where the polar angle dependence of
longitudinally invariant kt is significantly more pronounced.

The mass response of all three algorithms is substantially lower. The generalized e+e� kt algorithm
has a flat response at nearly 80%. The VLC and longitudinally invariant kt algorithms display the same
pattern as for the energy response: VLC starts off with a lower response in the central region, but the
response is much flatter versus polar angle.

5.2 Background overlay

To gain intuition for the performance in a more realistic environment with background, we overlay two
hundred 1 GeV particles on each signal event. The background distribution is strongly peaked in the
forward direction following an exponential distribution peaked at q = 0, in qualitative agreement with
the gg ! hadrons background in energy-frontier electron-positron colliders.

The two event displays in Figure 9 provide a zoom image of the q �f plane for a single event. The
location of the jet axis is indicated as a red circle. The catchment area of both jets is shown in grey. The
green squares represent particles from the top decay that are associated to each jet, the blue squares to
background particles clustered into the jet. Both algorithms find a very similar jet axis, centered on the
high-energy core of the jet. However, the algorithms have quite distinctive footprints. The longitudinally
invariant algorithms expose a larger area in the forward region, which renders it more vulnerable to
background in this region.

5.3 Jet energy response with background

A quantitative view is obtained by comparing the energy and mass of jets obtained when clustering
the same events with and without background particles. The bias (the average difference) in the jet
energy and jet mass is shown in Figure 10. The background leads to a significant bias for forward jets
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Figure 9: Event display for a e+e� ! tt̄ event at
p

s = 3 TeV. The leftmost panel shows the result of
clustering with the longitudinally invariant kt algorithm, the rightmost panel the corresponding
VLC jet. The image zooms in on the q �f area around one of the top jets.

reconstructed with the longitudinally invariant kt algorithm. The VLC algorithm, on the other hand, is
only affected in the very forward region and the bias is much less pronounced.
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Figure 10: The average contribution to the jet energy (leftmost plot) and jet mass (rightmost plot) of
200 GeV of forward-peaked background.

The jet mass is known to be quite sensitive to soft and diffuse radiation, with the contribution scaling
as the third power of the jet area [31]. We indeed find that the mass is strongly affected. A comparison
of the jet reconstruction performance of the same process in a fully realistic environment is presented in
Section 6.3.
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•  Jet	energy	and	mass	
response	to	1.5	TeV	top	
jets	without	bkg	

•  cosθ>0.6:	lower	response	
for	long	inv	kt	and	VLC	due	
to	the	shrinking	jet	area		

•  Effect	of	bkg	on	jet	energy	
and	mass	clustering:		
ΔE	of	same	events	w/wo	bkg		

•  “Toy	bkg”:	200	par<cels	of	
1	GeV	overlaid	on	signal	

•  VLC	more	robust		

Realis(c	bkg	case	in	the	next	slides	

E	
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•  HHvv	à	bbbbvv	at	3	TeV,	full	simula<on	
•  Very	forward	topology:	challenging	with	bkg	
•  Exclusive	4	jets	clustering	
•  Mass	resolu<on	crucial	to	separate	signal	from	other	SM	processes	
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6 Results from full simulation
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Figure 12: The reconstructed di-jet mass resolution for simulated, fully hadronic decays of e+e� !
nn̄hh, h ! bb̄ events produced in 3 TeV e+e� collisions at CLIC. The nominal gg ! hadrons
background is overlaid on the signal event. Particle flow objects are selected using the tight
selection.
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Figure 13: The reconstructed jet mass distribution for fully hadronic decays of tt̄ events at a 3 TeV CLIC.
No backgrounds are added in the leftmost plot. In the rightmost plot 60 bunch crossings of
gg ! hadrons background are overlaid on the signal and particle flow objects are selected
using the tight selection.

hadrons). The response is measured as the median, for the resolution IQR34 and RMS90 are presented.
Quantitative results are presented in Table 2. In the absence of background, all algorithms reconstruct

the energy of the jet quite precisely, with a bias of less than 1% and a resolution of 2-4%. We note here
that to relate the jet energy to the top quark energy the correction is typically 3.5% for the algorithms with
finite-size jets and varies by over 8%. The performance of the classical e+e� algorithms is degraded as
soon as the gg ! hadrons background with tight PFO selection is added. The VLC and longitudinally in-
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on jet reconstruction. Event selection cuts and background reduction techniques are detailed in
Section 6, which leads to the measurement of the cross section of double Higgs production. Sec-
tion 7 describes the method for extracting the coupling constant uncertainty from the measured
cross section uncertainty. A brief overview over the dominant sources of systematic uncertainty
is given in Section 8 and the results of the study are summarized in Section 9.

2. Analysis Overview

The analysis at 3 TeV is performed assuming an integrated e+ e� luminosity of 2 ab�1, while
the 1.4 TeV analysis is performed on a data sample corresponding to 1.5 ab�1. The trilinear
Higgs self-coupling is extracted from a sample containing two reconstructed Higgs bosons and
missing energy. Figure 1 shows the Feynman diagrams for three processes that satisfy the signal
definition, but only the leftmost diagram is sensitive to the tri-linear Higgs self-coupling. After
pattern recognition, particle reconstruction and rejection of beam-induced background, events
are clustered into four jets. Higgs bosons are reconstructed by pairing two jets. Signal and
background events are separated in a neural network that exploits jet flavor tag information as
well as kinematic distributions of the jets and the reconstructed Higgs bosons. All Higgs boson
decays are considered in the analysis. The branching ratios for a Standard Model Higgs boson
of mass 126 GeV, which is assumed throughout the analysis, are listed in Table 1.
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Figure 1: Leading-order processes that produce two Higgs bosons and missing energy at a CLIC
operating at

p
s = 1.4TeV and

p
s = 3TeV. Only the left-most diagram is sensitive to

the trilinear Higgs self-coupling. All three diagrams contribute to the signal sample.

Table 1: Dominant branching ratios [6] for a Standard Model Higgs boson with a mass of
126 GeV, as assumed throughout the analysis.

Final state Branching ratio (%)
bb̄ 56.1
W+W� 23.1
gluons 8.48
t+t� 6.15
ZZ 2.89
cc̄ 2.83

3 γ=0.8	

γ=1.0	

γ=1.3	

VLC,	β=1	

6 Results from full simulation
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Figure 12: The reconstructed di-jet mass resolution for simulated, fully hadronic decays of e+e� !
nn̄hh, h ! bb̄ events produced in 3 TeV e+e� collisions at CLIC. The nominal gg ! hadrons
background is overlaid on the signal event. Particle flow objects are selected using the tight
selection.
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Figure 13: The reconstructed jet mass distribution for fully hadronic decays of tt̄ events at a 3 TeV CLIC.
No backgrounds are added in the leftmost plot. In the rightmost plot 60 bunch crossings of
gg ! hadrons background are overlaid on the signal and particle flow objects are selected
using the tight selection.

hadrons). The response is measured as the median, for the resolution IQR34 and RMS90 are presented.
Quantitative results are presented in Table 2. In the absence of background, all algorithms reconstruct

the energy of the jet quite precisely, with a bias of less than 1% and a resolution of 2-4%. We note here
that to relate the jet energy to the top quark energy the correction is typically 3.5% for the algorithms with
finite-size jets and varies by over 8%. The performance of the classical e+e� algorithms is degraded as
soon as the gg ! hadrons background with tight PFO selection is added. The VLC and longitudinally in-
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7 Discussion
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Figure 15: The bias and resolution of the reconstructed jet mass versus radius parameter R of two jet
algorithms. The jets are reconstructed on fully hadronic top quark decays in tt̄ events at a
center-of-mass energy of 3 TeV. The jets reconstruced on particle-flow objects are compared
to jets reconstructed on all stable particles from the signal event. The black curves correspond
to the results obtained without background, the red dashed and red curves to 60 BX, with the
tight PFO selection.

present in the jets reconstructed on stable MC particles. The plots in the rightmost panel show a severe
degradation when the gg ! hadrons background with tight PFO selection is added.

A quantitative summary is presented in the second part of Table 2. The bias on the jet mass without
background is sub-% for most algorithms. The resolution of the VLC and longitudinally invariant kt

algorihms is significantly better than that of the classical e+e� algorithms. The 4.1% resolution is a testi-
mony to the potential of highly granular calorimeters and particle flow reconstruction for jet substructure
measurements.

The gg ! hadrons background has a profound effect on the performance. The performance of the
classical algorith is clearly inadequate, with a strong bias and a severe degradation even with the tight
PFO selection. The VLC and longitudinally invariant kt algorihms are much less affected, as expected
from the smaller exposed area. The VLC algorithm is found to be more resilient than the longitudinally
invariant kt , confirming the result anticipated at the particle level in Section 5.

7 Discussion

In this Section we discuss the implications for lower-energy colliders and identify several topics that
merit further study.

7.1 Implications for lower-energy lepton colliders

In this paper we have focused on CLIC operation at
p

s = 3 TeV, arguably the most challenging environ-
ment that lepton colliders might face in the next decades. We have chosen this environment as it acts as a
magnifying lens: subtle differences in jet definitions lead to significant differences in performance. This
has helped us to gain a deeper understanding of the intricacies of jet reconstruction at lepton colliders
and to establish solid conclusions about the resilience of the different algorithms.
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•  eeàeàbbqqqq	at	3	TeV,	full	simula<on	
•  Boosted	top:	decay	products	in	2	jets	of	R=1.2	
•  γγàhadrons	bkg	have	large	effect	on	mass	resolu<on	
•  Trimming	restore	jet	mass	resolu(on	to	~4%:	

q  3+3	Valencia	trimming	with	R=0.2	subjets	
•  Just	started	systema<c	studies	to	op<mise:		

q  Jet	algorithm,	R	parameter	and	threshold	
q  Look	at	Johns	Hopkins	top	tagger	

LCWS, Belgrade, October 2014 33
Marcel Vos (marcel.vos@i c.uv.es)

Boosted top quarks              

Background has a profound impact on fat jet substructure:

Raw jet mass resolution badly degraded 

(from dream 3.2% to nightmare 16%)

Preliminary: grooming jets restores jet mass resolution to ~4%

Results correspond to a primitive e+e- variant of trimming based 

on 3+3 Valencia R=0.2 jets → optimisation needed

With gg → hadrons background
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Conclusions	

•  A	lepton	collider	is	one	of	the	op<ons	for	post-LHC		
•  CLIC	studies	are	well	under	way	à	European	strategy	in		2019-2020	

hcp://clicdp.web.cern.ch/	
•  Uniqueness	of	CLIC	is	the	possibility	to	go	to	high	centre-of-mass	

energies	à	√s	=	3	TeV	
q  Rela<ve	high	level	of	beam	induced	background	

•  Very	granular	calorimeters	with	imagining	capabili<es	designed	for	
par<cle	flow	

•  Rethink	the	jet	reconstruc<on	algorithm	for	lepton	colliders	
q  In	same	analyses,	VLC	shows	some	improvements	w.r.t.	inv	long	kt	

hcp://arxiv.org/abs/1607.05039		hcp://arxiv.org/pdf/1404.4294.pdf	
q  Is	it	the	way	to	go?	Other	ideas?	

•  High	granular	calorimeters	are	promising	for	jet	substructure	
techniques	à	poten<al	at	CLIC	to	be	fully	explored	
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Op+ons	for	future	lepton	colliders	
•  Compact	Linear	Collider	(CLIC):	

q  CERN	
q  hcp://clicdp.web.cern.ch/	
q  √s:	380	GeV	(1.4	km),	1.5	TeV	(29.0	km),	3	TeV	(50.1	km)	

•  Interna<onal	Linear	Collider	(ILC)	
q  Japan	(Kitakami)	
q  hcps://www.linearcollider.org/ILC	
q  √s:	500	GeV	(31	km),	possible	upgrade	to	1	TeV	(50	km)	

•  Future	Circular	Collider	ee	(FCC-ee,	old	TLEP):		
q  CERN	
q  hcp://tlep.web.cern.ch/	
q  √s:	90-400	GeV	(circumference	80	–	100	km)	

•  Circular	Electron	Positron	Collider	(CEPC)	
q  China	(Qinghuada)	
q  hcp://cepc.ihep.ac.cn/index.html	
q  √s:	240	–	250	GeV	(circumference	50	–	70	km)	

•  µ	collider	
q  hcp://map.fnal.gov/	
q  √s:	2	TeV	(?)	(diameter	2	km	?,	circumference	6-7	km	?)	
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Comparison	of	the	distance	criteria	
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•  Two	test	par<cles	with	constant	energy	(E	=	1	GeV)	and	fixed	polar	angle	
separa<on	(100	mrad)	

•  The	ra<o	of	the	inter-par<cle	distance	and	the	beam	distance:	dij/diB	
drives	the	robustness	to	bkg:	the	decision	to	assign	the	par<cle	to	final	
state	or	beam	jets	depends	on	this	ra<o	(and	R)	

•  Long.	inv.	kt	robustness	is	indeed	due	to	its	increasing	dij/diB	ra<o		
•  VLC	with	β=1	is	similar	to	long.	inv.	kt		



Jet	footprint	
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bbar	table	with	full	comparison	
hcp://arxiv.org/pdf/1607.05039v1.pdf	

•  The	bias	and	resolu<on	of	jet	energy	and	mass	for	reco	top	jets	
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Hadronic	b	at	3	TeV	
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Cell	size	op+misa+on	study	
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PandoraPFA	
“The	Pandora	Sogware	Development	Kit	for	Paeern	Recogni(on”	à	EPJC.75.439,		hep://arxiv.org/abs/1506.05348	
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Pandora	LC	algorithms	
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Higgs	couplings	
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Uncertain+es	on	top	form	factors	
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Confusion	effects	

•  Overlay	two	test-beam	events	to	study	
the	reconstruc<on	performance	as	a	
func<on	of	the	transverse	separa<on,	
arXiv:1507.05893	

•  Confusion	effect	quan<fied	the	
deteriora<on	of	the	neutral	par<cle	
measurement	induced	by	the	presence	
of	a	nearby	charged	par<cle	shower		

•  Moderate	effect	on	jet	energy	
resolu<on:	
q  Small	probability	of	30	GeV	par<cle	in	

100	GeV	jets	
q  Probability	for	very	small	distance	small	

too	à	here	no	B,	also	less	separa<on	
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FIG. 81 RMS90 deviations of the recovered energy of neu-
tral 10 GeV hadrons from its measured energy vs. the dis-
tance from charged 10 GeV (circles and continuous lines)
and 30 GeV (triangles and dashed lines) hadrons for beam
data taken with a combination of SiW ECAL and Fe-AHCAL
(black) and for Monte Carlo simulated data, for both LHEP
(red) and QGSP BERT (green) physics lists. From (Adlo↵
et al., 2011c).
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FIG. 82 Probability of neutral 10 GeV hadrons energy recov-
ering within 3 standard deviations from its real energy vs. the
distance from charged 10 GeV (circles and continuous lines)
and 30 GeV (triangles and dashed lines) hadrons for beam
data taken with a combination of SiW ECAL and Fe-AHCAL
(black) and for Monte Carlo simulated data, for both LHEP
(red) and QGSP BERT (green) physics lists. From (Adlo↵
et al., 2011c)

and radial extension. Despite these remaining imperfec-
tions, the recent models describe the details of the show-
ers remarkably well. The accuracy of the hadronic shower
modelling has reached a level which qualifies them as a
tool for quantitative detector optimisation.

The studies probe the simulations in more detail than

just average response and shapes, and the high granular-
ity has been used extensively. Shower profiles were mea-
sured from the reconstructed location of the first hard
interaction and thus provide more sensitivity to the dif-
ferent components relevant for the di↵erent phases of the
evolution in ECAL and HCAL. The fine segmentation is
an ideal basis for software compensation techniques and
was quantitatively studied: it improves the resolution by
up to 20%, and a stochastic term of about 45% for the
hadronic energy resolution shows that highly granular
calorimeters can have competitive energy measurement
performance. The reconstructed starting point also en-
ters into topology-based leakage estimation, a novel tech-
nique to further improve resolutions at higher energies,
based on the fine spatial information.

The CALICE results include a first demonstration
that digital hadron calorimetry, based on hit counting
only, works in principle, both conceptually and techno-
logically, as demonstrated with prototypes with half a
million channels. The stochastic contributions to the
achieved resolution is comparable to that obtained with
analogue methods. The constant term appears to be af-
fected by saturation e↵ects at higher energies, and it was
shown that the semi-digital method could mitigate these
by combining the information from multiple thresholds.
Quantitatively understanding the high-energy response
in terms of simulations and disentangling instrumental
e↵ects from those due to high particle densities is a chal-
lenge which is being actively addressed in the analysis of
the existing data. These studies will form a basis for the
optimisation of read-out granularity and number of bits.

Studies using tungsten as HCAL absorber extend the

FIG. 83 Reconstructed invariant mass distribution for the
hadronic system in ZZ! dd̄⌫⌫̄ and WW! ud̄µ

�
⌫̄

µ

events
simulated in the ILD detector. From (Thomson, 2009).

AWHCAL	
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Confusion	effects	 arXiv:1507.05893	
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CLIC	and	ILC	–	beam	structure	
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CLIC	machine	parameters	

Rosa	Simoniello	(CERN)	-	BOOST2016	-	19/07/16	 33	



CLIC	dual	beam	scheme	
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1	drive	beams	accelerator	for		
380	GeV	and	1.5	TeV	

2	drive	beams	
accelerators	for	3	TeV	



Pair	produc+on	
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Background	characterisa+on	
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Timing	cuts	
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PFO	selec+on	–	Loose	
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PFO	selec+on	–	Default	
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PFO	selec+on	–	Tight	
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Higgsstrahlung	–	recoil	mass	
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CALICE	program	
•  CALICE	test	beam	of	novel	technologies	for	ECAL	and	HCAL	prototypes		

q  Demonstra<on	of	detector	calibra<on	capabili<es		
q  Characterisa<on	of	prototypes:	linearity,	resolu<on		
q  Measurements	of	par<cle	shower	evolu<on	and	comparison	with	Geant4	

hcps://twiki.cern.ch/twiki/bin/view/CALICE/CaliceCollabora<on	
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