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Outline

• Meeting organisation, site reports, data 
centre track (Helge Meinhard)

• Storage (including Castor), benchmarking 
(Miguel Coelho dos Santos)

• Operating systems and applications, 
virtualisation, network and security, 
miscellaneous (Steve Murray)
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HEPiX

• Global organisation of service managers and 
support staff providing computing facilities for 
HEP

• Covering all platforms of interest (Unix/Linux, 
Windows, Grid, …)

• Aim: Present recent work and future plans, 
share experience; provide technical advice to 
IHEPCCC (now suspended)

• Meetings ~ 2 / y (spring in Europe, autumn 
traditionally in North America)
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HEPiX Autumn 2008 (1)

• Held 20 – 24 October at Academia Sinica in 
Taipei, Taiwan
– Second meeting in Asia ever…
– First one was in Tsukuba (JP) in 1991!
– Intention: Offload US and CA, attract participants 

from Asia
– Excellent organisation (Simon Lin, Vicky Huang, 

Stella Shen, Jill Lin et al.) set very high 
standards

• Difficult to meet for other sites…
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HEPiX Autumn 2008 (2)

• Format: Pre-defined tracks with conveners 
and invited speakers per track
– Still room for spontaneous talks – either fit into 

one of the tracks, or classified as ‘miscellaneous’
– Again proved to be the right approach
– Judging by number of submitted abstracts, 

storage remains a very hot topic
• Full details, slides and tons of photographs:

http://indico.twgrid.org/internalPage.py?pageId=1&confId=471

– Alan Silverman’s trip report available, too
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HEPiX autumn 2008 (3)

• 86 registered participants, of which 12 from 
CERN
– Andreeva, Cass, Coelho dos Santos, Duellmann, 

Field, Lopienski, Lo Presti, Meinhard, Murray, Otto, 
Ponce, Silverman

– Other sites: ASGC, CASPUR, CEA, DESY 
Hamburg, DESY Zeuthen, FNAL, GSI, HAII 
Bangkok,  IN2P3, INFN, JSI Ljubljana, KEK, KISTI 
(South Corea), KIT, LAL, LBNL, Manila, U 
Melbourne, U Michigan, NIKHEF, NDGF, NSC 
Sweden, Punjab (Pakistan), Putra (Malaysia), 
Prague, RAL, SLAC, U Taipei, Tata, Tokyo,
TRIUMF, U Victoria

– Compare with St Louis (autumn 2007): 62 
participants, of which 11 from CERN
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HEPiX Autumn 2008 (4)

• 64 talks, of which 16 from CERN
– Compare with St Louis: 59 talks, of which 15 

from CERN
• Next meetings:

– Spring 2009: Umeå (Sweden, 25 – 29 May 2009)
– Autumn 2009: Not yet fixed (LBNL interested)
– Further application: GSI
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Site Report Highlights (1)

• Cooling, power, space
– Shortfalls mentioned by all large and most small 

centres
– Solutions include new data centres (RAL), temporary 

structures (like Blackbox – not without issues), 
refurbishing rooms/halls built for other purposes, 
using remote rooms or commercial hosting, 
upgrading structures in place

– Too little focus (IMHO) on power-efficient systems
– More problems due to harmonics reported
– Increasing number of sites retire old stuff 

aggressively
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Site Report Highlights (2)

• CPU worker nodes
– Mixture of blades, twins and traditional 1U pizza 

boxes (sometimes even with redundant PSUs)
– Mostly Xeons (Harpertowns), some Opterons (driver 

issues for chipset)
• Disk storage

– Mixture of storage-in-a-box (either “white boxes” or 
Thumpers), Infortrend (or similar) arrays with FC 
(2400 TB in INFN SAN), larger units (e.g. 
DataDirectNet in Karlsruhe – 16 PB over 3 years)

• Separating storage from serving nodes appears to be 
architectural criterion at some sites

• Tape storage: SL8500, LTO drives
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Site Report Highlights (3)

• File systems
– Increasing interest in cluster file systems
– A number of sites mentioned GPFS

• Mostly qualitative statements, no performance data
– Lustre

• Detailed reports by DESY and GSI

• Windows: Still some (a lot of?) reluctance 
concerning Vista (in particular 64-bit) and 
Office 2007
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Site Report Highlights (4)

• Communications
– More and more sites considering 10 GigE to storage 

nodes
– VoIP and unified messaging at FNAL
– IPv6: Dedicated talks, but little activity

• Software
– Quattor, Lemon mentioned a few times
– InDiCo used at most major sites (including ASGC)
– DPM
– Castor
– Subversion taking off (and over from cvs)
– MAUI: Scaling problems; LSF (and GPFS): Issues 

with core-based licencing
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Site Report Highlights (5)

• Miscellaneous
– Number of name changes, structure changes, 

personnel changes, …
– ITIL mentioned by a number of sites, FNAL going 

for ITIL V2 and ISO 20000 certification within two 
years

– Some sites reported to start (only) now deploying 
IPMI

– Operational coverage: Some Tier1 sites working 
with 7 hours/working day operator coverage only
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Tracks

• Storage issues
• Castor
• Data centres
• Operating systems and applications
• Virtualisation
• Network and security
• Benchmarking
• Miscellaneous
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Data Centre Track (1)

• Presentations:
– New CERN computer centre (Tony Cass)
– Push-pull registry for discovery of OWL-S Web 

services (Hafiz Farooq Ahmad)
– Data centre thermodynamic CFD (Enrico 

Mazzoni)
– Roma Green computing centre (Giovanni 

Organtini)
– High-density displays in CluMan project (Miguel 

Coelho dos Santos, for Sebastian Lopienski)
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Data Centre Track (2)

• Data centre thermodynamic CFD (Enrico Mazzoni)
– Report about work in progress
– Motivation: higher energy densities require more 

detailed knowledge
– Input: machine room design parameters (CAD 

model), server properties from data sheets
– CFD results have correct tendency

• But are a few degrees to high
• Will iterate: change input parameters to make the 

results match better with room measurements
– CFD is a valid tool to obtain useful information 

about cooling
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Data Centre Track (3)

• Roma Green computing centre (Giovanni Organtini)
– Rather small layout with 14 racks (Knürr 17 kW)

• Battery UPS with 120 kVA feeding racks and water 
pumps

• 3000 l water at 12 deg C
– Currently at 45 kW for servers, 100 kW total
– Estimate for full load: 90 kW for servers, 59 kW for 

services
• Total / servers = 1.65
• Estimate for air cooling: ~ 70 kW more
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HEPiX Fall 2008 
ASGC (Taiwan)

Storage issues, Castor 
and Benchmarking 

report
Miguel Coelho dos Santos

FIO/FS 
November 2008
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Storage track – day one
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Infortrend

20



CERN - IT Department
CH-1211 Genève 23

Switzerland
www.cern.ch/it

DTS 
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Lustre
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CASTOR
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Storage track – day two
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Grid enabling
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Uni Michigan tried AFS, 
NFS, dCache, Lustre and 
xrootd. Lustre may be 
revisited after important 
changes in 1.8 and 2.0
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CASTOR  track – day three
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CASTOR
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Storage Summary
• CASTOR 

• 5 Talks in total. Replay next week.
• Analysis, xroot, scalability, SRM, tape performance, 

monitoring
• Lustre

• 3 Talks
• Used by 6 of top10 supercomputer sites, 40% of top100
• Client cache and kerberos on the way
• Showing good results, some important issues to be addressed 

(MDS scalability for example)
• Industry

• 2+1 Talks (Data security & Performance + Lustre/SUN)
• Other

• 4 Talks
• Performance
• Grid enabling (attaching gridftp servers to) existent solutions
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Benchmarking Track – day 5
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Benchmarking and power 
efficiency
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Benchmarking WG
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Report on
HEPiX Fall 2008 Taipei

Operating Systems and Applications

Virtualization

Network and Security

Miscellaneous

Steven Murray, 21 November 2008 Slide 33
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Operating Systems & Applications

CVS Replacement: Getting Subversive

− Dr. SILVERMAN, Alan

High Performance Cryptographic computing

− Dr. CHENG, Chen-Mou

Scientific Linux Status Report

− Dr, DAWSON, Troy

Scientific Linux Plenary Discussion

− DAWSON, Troy

Update on Mail Services at CERN

− Dr. OTTO, Rafal

Overview and recent performance work in ARC CE

− WADENSTEIN, Mattias

Steven Murray, 21 November 2008 Slide 34

Subversion(SVN) 2009

Computation interface to NVidia graphics card

Live CD and NTFS(read/write)

Smooth transition to Exchange 2007

Used by Atlas since their first data challenge
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CVS Replacement: Getting Subversive
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CVS Replacement: Getting Subversive
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High Performance
Cryptographic computing
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Scientific Linux Status Report
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Virtualization
Virtualization with Hyper-V at CERN
− Dr. OTTO., Rafal

Grid Infrastructure at SiGNET and Chrooted Systems
− Dr. FLIPCIC, Andrej

Bridging Grid and Virtualization
− Dr. ZHANG, Fubo

Virtualization Experience with Hyper-V on Windows 2008 
System
− BALTRUSCH, Reinhard

Virtual Network Services
− FINNERN, Thomas

Steven Murray, 21 November 2008 Slide 39

Self service virtual machine in 10 minutes

chroot-based VM still going strong since 2004

Platform Enterprise Grid Orchestrator integrates 
virtualisation and the Grid

Hyper-V and XenCenter can work together

CISCO and F5 solutions for network virtual 
network services



CERN IT Department
CH-1211 Genève 23

Switzerland
www.cern.ch/it

Virtualization with Hyper-V at CERN

Steven Murray, 21 November 2008 Slide 40
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Virtualization with Hyper-V at CERN
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Grid Infrastructure at SiGNET 
and Chrooted Systems
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Networking & Security
Activity for construction of secure infrastructure in KEK

− Dr. HASHIMOTOT, Kiyoharu

Vulnerability Management by the Integration of Security 
Resources and Devices with DBPowder

− MURAKAMI, Tadashi

MCU (Multi-point Control Unit) services switch for quality
− Dr. NAKAMURA, Teiji

Grid Security Update
− Dr. KELSY, David

IPv4/IPv6 Transition Status and Recommendations
− Dr. BAKER, Fred

Cyber Security Update
− CASS, Tony

Steven Murray, 21 November 2008 Slide 43

2 CAs, 1 RA and smart cards

DBPowder will become open source

Codian MCU will in production February 2009

Good progress during last year

Only one solution is long-term – the transition

Cyber space isn’t getting any safer
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Miscellaneous
Site Monitoring and Site Commissioning for the 
LHC experiments
− Dr. ANDREEVA, Julia

Usage of the Request Tracker in HEP institutes
− Dr. STERNBERGER, Sven

Using cfengine for Grid Site Management
− Dr. KUNDRATE, Jan

Evaluation of GPFS Connectivity over High-
performance Network
− SRINIVASAN, Jay

Grid Interoperations
− FIELD, Laurence

Steven Murray, 21 November 2008 Slide 44

VO communities detect problems first

RT is good for out-of-the-box usage

Tier-2 praguelcg2 will use cfengine everywhere

GPFS usage recommendations made

Standards are the only long-term solution
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Evaluation of GPFS Connectivity 
over High-performance Network
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Evaluation of GPFS Connectivity 
over High-performance Network
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