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Overview Overview 
● Heterogeneous cloud 

and funding: 

● 15 T1 & T2 sites in 6 
countries (AT, CH, CZ, 
DE, PL, SK) 

● Combined resources 
for ATLAS:

● 150 kHS06 CPU

● 15 PB Disk

● Substantial un-pledged 
resources at T2s (T3-
part + HPC)

● Several 'large' T3 sites

● Combined contribution 
to ATLAS computing 
~15%
→ about author share
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ATLAS jobs DE cloud Jan - Dec 2015ATLAS jobs DE cloud Jan - Dec 2015

FZK, Desy-HH, LRZ very close, substantial
 opportunistic capacity at Desy & LRZ (HPC)
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DE cloud organizationDE cloud organization

● Cloud squad   

● ~10 people from KIT, Desy, Freiburg, Munich, Wuppertal, Cracow/PL

● most of them also active in T1/2 support or ADC ops/dev/shifts

● weekly vidyo meetings of squad (8-12 people, 20-40 mins)

● T1 report, DDM & production issues, ATLAS ticket & functional test review

● monthly vidyo meetings squad + sites (15-20 people, ~90 mins) 

● same topics as weekly – more extended discussion + site reports

● yearly F2F meeting

● next in 3 weeks in Freiburg 



01/27/16 Guenter Duckeck, LMU 5

DE cloud fundingDE cloud funding

● Complex and heterogeneous funding structure for computing hardware

● many countries, states, agencies

● continuous struggle for funding

– so far managed reasonably well to provide stable share of pledged resources

– unclear how well we can keep up in future, especially T2s

● funding for cloud operation manpower included in central DE HEP 
budget

● 3 year funding periods

● competition with analysis, detector, upgrade manpower, ...

● currently ~3 FTE
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Opportunistic resourcesOpportunistic resources

● 2015: CPU usage often 200% of pledge sum

● WLCG & Grid sites:

● most T2s have substantial CPU add-ons (local users, other groups)

● little at GridKa-T1 – dominated by the 4 LHC expts → hard competition

● substantial T3s at other institutes/computing centers used when possible 

● Other :

● HPC sites in Munich: 

– SuperMuc, Hydra contribute substantially since ~1.5 years (see R.Walker talk)

● promising new setup in Freiburg

● potentially further sites, but we need incentive/acknowledgement of effort
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DE cloud news/changes - 1DE cloud news/changes - 1
● dcap → xrootd transition for dcache sites

● long standing issue – ATLAS aims to reduce # of protocols

● dcap obvious candidate, dcap dev frozen, xrootd protocol well supported

● have changed LRZ-LMU & MPPMU in Nov/Dec 2015 to use xrootd for 
analysis direct IO

– seems to work well, no problems observed

● plan to change default access protocol for analysis direct IO for 
all DE dCache sites to xrootd in next weeks

– requires publicly accessible xrootd door (independent of FAX)
● to be checked/setup

– AGIS entries for Panda queues need to be updated accordingly
●  will be done by cloud-team 

NB: don't confuse with FAX, this here is just xrootd protocol for IO
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DE cloud news/changes - 2DE cloud news/changes - 2
● simple federation test

●  LRZ-LMU – MPPMU ~500 m apart (funding-wise light-years) 

● ANALY queue at MPPMU configured to use data at LRZ-LMU SE 

– works fine, 

– will do vice versa setup soon

● starting to exploit analytics info for sites/cloud 

● example setup provided by Federica 
 http://cl-analytics.mwt2.org:5601/#/dashboard/FL-LRZ-LMU

● job efficiency, CPU efficiency, IO volume, ...

– by Job-type, User, …

● easy to get overwhelmed ...

http://cl-analytics.mwt2.org:5601/#/dashboard/FL-LRZ-LMU
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Analytics example: Jobs/queue last 2 monthsAnalytics example: Jobs/queue last 2 months
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Analytics example: Cpu-eff per job-type last 2 monthsAnalytics example: Cpu-eff per job-type last 2 months
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Analytics example: IO size per queue and data typeAnalytics example: IO size per queue and data type
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DE cloud problems/issues DE cloud problems/issues 
● No big issues, most services work reasonably smooth and we saw 

substantial improvements:

● HC testing, dark data dumps, lost-file recovery 

● A couple of remaining problems/pains:

● desperately waiting for approval functionality in Rucio (as we had in Datri)

– many sites with large LOCALGROUPDISK and many users

● WLCG/SAM tests

– problems/failures often hard to diagnose, judging relevance, getting feedback, …

– most sites focus on HC tests
● sometimes bad surprises when confronted with bad WLCG availability figs 

● some unclear responsibilities

– e.g. who takes care of full SCRATCHDISK?

● FAX services

– stability & support  
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Overview of DE sites 
with LOCALGROUPDISKS
(and LOCALGROUPTAPES)

Choose your site

LOCALGROUPDISK monitoring 
service – open for other clouds 
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Most difficult part:

Choose a user
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Federating DE cloud ? Federating DE cloud ? 
● ATLAS/WLCG proposal to move to regional/national centers

● In DE cloud only few small sites → candidates to get Cache-only

● Most in ~1 PB storage league 

● Not obvious (to me) how sites could be federated

● ~15 T2s, ~10 FAs, dCache & DPM systems

● Aren't we just moving central operations effort to regional federations 
support? 

● Possibly multiplying it that way ...

● We fully agree that current operations effort cannot be maintained long-
term 

● but need full picture: sites, cloud squads & central operations

● Let's see concrete examples ...
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