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tion and compared with predictions. The antineutrino spec-
trum at each detector was predicted by the procedure de-
scribed above, taking into account neutrino oscillation with
sin2 2✓

13

= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2 based on
the oscillation analysis of the same data [17]. The detector
response was determined in two ways. The first method se-
quentially applied a simulation of energy loss in the inactive
acrylic vessels, and analytical models of energy scale and en-
ergy resolution. The energy scale model was based on empir-
ical characterization of the spatial non-uniformity and the en-
ergy non-linearity with improved calibration of the scintillator
light yield and the electronics response [39]. The uncertainty
of the energy scale was about 1% in the energy range of reac-
tor antineutrinos [39]. The second method used full-detector
simulation in which the detector response was tuned with the
calibration data. Both methods produced consistent predic-
tions for prompt energies above 1.25 MeV. Around 1 MeV,
there was a slight discrepancy due to different treatments of
IBD positrons that interact with the inner acrylic vessels. Ad-
ditional uncertainty below 1.25 MeV was included to cover
this discrepancy.

Figure 2 shows the observed prompt-energy spectrum and
its comparison with the predictions. The spectral uncertainty
of the measurement is composed of the statistical, detector
response and background uncertainties. Between 1.5 and 7
MeV, it ranges from 1.0% at 3.5 MeV to 6.7% at 7 MeV, and
above 7 MeV it is larger than 10%. The predicted spectra were
normalized to the measurement thus removing the dependence
on the total rate. Agreement between a prediction and the data
was quantified with the �2 defined as

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed (predicted) number of events
at the i-th prompt-energy bin and V is the covariance ma-
trix that includes all statistical and systematic uncertainties.
The systematic uncertainty portion of the covariance matrix
V was estimated using simulated data sets with randomly
fluctuated detector response, background contributions, and
reactor-related uncertainties, while the statistical uncertainty
portion was calculated analytically. A comparison to the Hu-
ber+Mueller model yielded a �2/NDF, where NDF is the num-
ber of degrees of freedom, of 43.2/24 in the full energy range
from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The
ILL+Vogel model showed a similar level of discrepancy from
the data at 2.4�.

The ratio of the measured to predicted prompt-energy spec-
tra is shown in the middle panel of Fig. 2. A discrepancy
is apparent around 5 MeV. Two approaches were adopted to
evaluate the significance of local discrepancies. The first was
based on the �2 contribution of each energy bin, which is eval-
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FIG. 2. Top panel: Predicted and measured prompt-energy spectra.
The prediction is based on the Huber+Mueller model and normalized
to the number of measured events. The highest energy bin contains
all events above 7 MeV. The gray hatched and red filled bands rep-
resent the square-root of diagonal elements of the covariance matrix
(
p
Vii) for the reactor related and the full (reactor, detector and back-

ground) systematic uncertainties, respectively. The error bars on the
data points represent the statistical uncertainty. Middle panel: Ra-
tio of the measured prompt-energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. Bottom panel: The defined �2 distribution ( e�i)
of each bin (black dashed curve) and local p-values for 1-MeV en-
ergy windows (magenta solid curve). See the text for the definitions
of these quantities.
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As shown in the bottom panel of Fig. 2, there is a larger contri-
bution around 5 MeV. In the second approach, the significance
of deviations are conveyed with p-values calculated within lo-
cal energy windows. A free-floating nuisance parameter for
the normalization of each bin within a chosen energy window
was introduced to the fitter that was used in the neutrino os-
cillation analysis. The difference in the minimum �2 before
and after introducing these nuisance parameters was used to
evaluate the p-value of the deviation from the theoretical pre-
diction within each window. The p-values within 1-MeV en-
ergy windows are shown in the bottom panel of Fig. 2. The
p-value for a 2-MeV window between 4 and 6 MeV reached a
similar minimum of 5.4⇥ 10�5, which corresponds to a 4.0�
deviation. The ILL+Vogel model showed a similar level of
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FIG. 2. Top panel: Predicted and measured prompt-energy spectra.
The prediction is based on the Huber+Mueller model and normalized
to the number of measured events. The highest energy bin contains
all events above 7 MeV. The gray hatched and red filled bands rep-
resent the square-root of diagonal elements of the covariance matrix
(
p
Vii) for the reactor related and the full (reactor, detector and back-

ground) systematic uncertainties, respectively. The error bars on the
data points represent the statistical uncertainty. Middle panel: Ra-
tio of the measured prompt-energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. Bottom panel: The defined �2 distribution ( e�i)
of each bin (black dashed curve) and local p-values for 1-MeV en-
ergy windows (magenta solid curve). See the text for the definitions
of these quantities.
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As shown in the bottom panel of Fig. 2, there is a larger contri-
bution around 5 MeV. In the second approach, the significance
of deviations are conveyed with p-values calculated within lo-
cal energy windows. A free-floating nuisance parameter for
the normalization of each bin within a chosen energy window
was introduced to the fitter that was used in the neutrino os-
cillation analysis. The difference in the minimum �2 before
and after introducing these nuisance parameters was used to
evaluate the p-value of the deviation from the theoretical pre-
diction within each window. The p-values within 1-MeV en-
ergy windows are shown in the bottom panel of Fig. 2. The
p-value for a 2-MeV window between 4 and 6 MeV reached a
similar minimum of 5.4⇥ 10�5, which corresponds to a 4.0�
deviation. The ILL+Vogel model showed a similar level of

Reactor Antineutrino Anomalies 

Flux Deficit 

§  5% flux deficit 
§  Few super-short 

baseline experiments 
(<10m) 

Spectral Anomaly 

§  Excess in events near 5 
MeV 
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driven oscillation effect must be corrected for in each detec-
tor. A normalization factor R was defined to scale the mea-
sured rate to that predicted with a fissile antineutrino spectrum
model. The value of R, together with the value of sin2 2✓

13

,
were simultaneously determined with a �2 similar to the one
used in Ref. [4]:

�2 =
6X

d=1

[Md �R · Td(1 + ✏D +
P

r !
d
r↵r + ✏d) + ⌘d]2

Md +Bd

+
X

r

↵2

r

�2

r

+
6X

d=1

✓
✏2d
�2

d

+
⌘2d
�2

Bd

◆
+

✏2D
�2

D

, (3)

where Md is the number of measured IBD events in the d-th
detector with backgrounds subtracted, Bd is the correspond-
ing number of background events, Td is the number of IBD
events predicted with a fissile antineutrino spectrum model
via Eq. (2), and !d

r is the fractional IBD contribution from
the r-th reactor to the d-th detector determined with baselines
and reactor antineutrino rates, �r (0.9%) is the uncorrelated
reactor uncertainty, �d (0.2% [17]) is the uncorrelated de-
tection uncertainty, �Bd is the background uncertainty listed
in Ref. [17], and �D (2.1%) is the correlated detection un-
certainty, i.e. the uncertainty of detection efficiency in Ta-
ble I. Their corresponding nuisance parameters are ↵r, ✏d,
⌘d, and ✏D, respectively. The best-fit value of sin2 2✓

13

=
0.090± 0.009 is insensitive to the choice of model. The best-
fit value of R is 0.946±0.022 (0.991±0.023) when predicting
with the Huber+Mueller (ILL+Vogel) model. Replacing the
Mueller 238U spectrum with the recently-measured spectrum
in Ref. [35] yields negligible change in R. The uncertainty in
R is dominated by the correlated detection uncertainty �D.

With the oscillation effect for each AD corrected using
the best-fit value of sin2 2✓

13

in Eq. (3), the measured IBD
yield for each AD is expressed in two ways: the yield per
GWth per day, Y , and equivalently, the yield per nuclear fis-
sion, �f . These results are shown in the top panel of Fig. 1.
The measured IBD yields are consistent among all ADs after
further correcting for the small variations of fission fractions
among the different sites. The average IBD yield in the three
near ADs is Y = (1.55 ± 0.04) ⇥ 10�18 cm2/GW/day, or
�f = (5.92 ± 0.14) ⇥ 10�43 cm2/fission. These results are
summarized in Table II along with the flux-weighted average
fission fractions in the three near ADs.

A global fit for R was performed to compare with previous
reactor antineutrino flux measurements following the method
described in Ref. [36]. Nineteen past short-baseline (<100 m)
measurements were included using the data from Ref. [14].
The measurements from CHOOZ [37] and Palo Verde [38]
were also included after correcting for the effect of standard
three-neutrino oscillations. All measurements were compared
to the Huber+Mueller model. All predictions were fixed at
their nominal value in the fit. The resulting past global average
is Rpast

g = 0.942±0.009 (exp.)±0.025 (model). Daya Bay’s
measurement of the reactor antineutrino flux is consistent with
the past experiments. Including Daya Bay in the global fit, the

TABLE II. Average IBD yields (Y and �f ) of the near halls, flux nor-
malization with respect to different fissile antineutrino model predic-
tions, and flux-weighted average fission fractions of the near halls.

IBD Yield
Y ( cm2/GW/day) (1.55± 0.04)⇥ 10�18

�f (cm2/fission) (5.92± 0.14)⇥ 10�43

Data / Prediction
R (Huber+Mueller) 0.946± 0.022

R (ILL+Vogel) 0.991± 0.023
235U : 238U : 239Pu : 241Pu 0.586 : 0.076 : 0.288 : 0.050

new average is Rg = 0.943 ± 0.008 (exp.) ± 0.025 (model).
The results of the global fit are shown in the bottom panel of
Fig. 1.

Extending the study from the integrated flux to the en-
ergy spectrum, the measured prompt-energy spectra of the
three near-site ADs were combined after background subtrac-
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FIG. 1. Top: Rate of reactor antineutrino candidate events in the six
ADs with corrections for 3-flavor oscillations (closed circles), and
additionally for the variation of flux-weighted fission fractions at the
different sites (open squares). The average of the three near detectors
is shown as a gray line (and extended through the three far detectors
as a dotted gray line) with its 1� systematic uncertainty (gray band).
The rate predicted with the Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange). Bottom: The measured
reactor ⌫̄e rate as a function of the distance from the reactor, nor-
malized to the theoretical prediction with the Huber+Mueller model.
The rate is corrected for 3-flavor neutrino oscillations at each base-
line. The blue shaded region represents the global average and its 1�
uncertainty. The 2.7% model uncertainty is shown as a band around
unity. Measurements at the same baseline are combined for clarity.
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Daya Bay, arXiv:1508.04233 



Reactor Spectrum Models 
§  Power reactor fuels are 

mixtures of U-235, U-238, 
Pu-239, and Pu-241. 

§  The total emitted spectrum 
is primarily an admixture 
of these four isotopes.  

§  Searches for reactor 
antineutrinos are typically 
based on inverse beta decay 
(IBD). 

§  Neutron capture can be on 
Gadolinium, Lithium, 
Hydrogen… 
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FIG. 2. Detection of reactor ⌫̄e. In the bottom of the
figure, the reactor ⌫̄e flux from the individual isotopes [28, 29],
weighted by their typical contribution to the total flux in a
commercial reactor, is shown. The detection of ⌫̄e relies on
the inverse beta decay reaction, whose cross section [30, 31]
is shown as the blue curve. Their product is the interaction
spectrum measured by the detectors, shown as the red curve.
The steps involved in the detection are schematically drawn in
the top of the figure. The ⌫̄e interacts with a proton, becoming
a positron (e+) and a neutron. The e+ quickly deposits its
energy and annihilates into two 511-keV �-rays, which gives
a prompt signal. The neutron scatters in the detector until
being thermalized. It is then captured by a proton ⇠ 200
µs later and releases a 2.2-MeV �-ray (the capture time can
be significantly reduced by the doping of isotopes with very
large neutron capture cross section such as gadolinium). The
detection of this prompt-delayed signal pair indicates an ⌫̄e
candidate.

fragments with large Q values and many branches. The
individual spectrum shape functions P⌫̄(E⌫̄ , Ei

0

, Z) re-
quire description of the Coulomb distortions including
the nuclear finite size e↵ects, weak magnetism, and ra-
diative corrections. In addition, not all decays are of the
allowed type. There are numerous (about 25%) first for-
bidden decays involving parity change, where the individ-
ual spectrum shapes are much more di�cult to evaluate.

The other method uses the experimentally determined
spectrum of electrons associated with fission of the prin-
cipal reactor fuels. That spectrum has been measured
at ILL Grenoble for the thermal neutron fission of 235U,
239Pu and 242Pu [32–34] and recently also for the fast
neutron fission of 238U in Munich [35]. These electron
spectra are then transformed into the ⌫̄e spectra using
the obvious fact that these two leptons share the total
energy of each �-decay branch. The transformation is on
the basis of fitting first the electron spectra to a set of
30 or more virtual branches, with the equidistant end-
point spacing, determining from the fit their branching

ratios. The conversion to the ⌫̄e spectrum is performed in
each of these virtual branches. That conversion is based
on the assumption that the electron spectrum is known
precisely. When all virtual branches are put together
one has to also take into account that di↵erent nuclear
charges Z contribute with di↵erent weights to di↵erent
electron and ⌫̄e energies. While the conversion would in-
troduce only minimum uncertainty if all decays would be
of the allowed shape, the presence of the first forbidden
decays introduces additional uncertainty whose magni-
tude is di�cult to determine accurately.

The summation method was used initially in [36–40]
and in the more recent version in [29]. The conversion
method was first used in [32–34], more details can be
found in [41] and the more recent version in [28]. Nat-
urally, the thermal power of the reactor and its time-
changing fuel composition must be known, as must the
energy associated with fissions of the isotopes 235U,
239Pu, 241Pu and 238U. In addition, as already men-
tioned, small corrections to the spectrum shape of indi-
vidual �-decay branches due to the radiative correction,
weak magnetism, nuclear size, and so on must be cor-
rectly included. Di�cult to do accurately, but of a par-
ticular importance, is to take into account the spectrum
shape of the numerous first forbidden � decays [42]. The
overall uncertainty in the flux was estimated in [28, 29]
to be ⇠ 2%, but when the first forbidden decays are in-
cluded it is estimated in Ref. [42] that the uncertainty
increases to ⇠ 5%.

In essentially all reactor neutrino oscillation studies,
the ⌫̄e are detected using the inverse neutron �-decay
reaction

⌫̄e+p ! e++n , � = 9.53
Eepe
MeV2

(1+corr.)⇥10�44cm2 ,

(2)
whose cross section is accurately known [30, 31] and de-
pends primarily on the known neutron decay half-life.
(At the same time the recoil, radiative corrections etc.,
must be also be taken into account.) Since the neu-
tron is so much heavier than the available energy, its
kinetic energy is quite small (tens of keV) and thus the
principal observables are the number and energy of the
positrons. Most importantly, the correlated observation
of the positrons and the delayed neutron captures is a
powerful tool for background suppression. Note that the
reaction (2) has a threshold of 1.8 MeV, only ⌫̄e with
energy larger than that can produce positrons.

In Fig. 2 we illustrate the energy dependence of the
reactor ⌫̄e flux, the detection reaction cross section and
their product, i.e. the measured antineutrino spectrum.
The contributions of the individual isotopes to the ⌫̄e
flux, weighted by their typical contribution to the reac-
tor power are also shown. The top part of the figure
schematically indicates the steps involved in the ⌫̄e cap-
ture on proton reaction.

Vogel et al, arXiv:1503.01059v2 (2015) 

* 

*Output of neutron capture depends on 
the target! 

⌫̄e + p = e+ + n



Possible Solution #1 

§  Deficiency in inputs to 
Spectral Models. 
§  Ab initio approach 

§  Calculate spectrum 
branch-by-branch using 
nuclear databases. 

§  Conversion approach 
§  Measure beta spectrum 
§  Work backwards to  

spectrum 

§  Both methods have 
uncertainties! 
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Dwyer and Langford, PRL 114 012502 (2015)  

of any initial fission daughter. On average, the daughter
isotopes of each fission undergo six beta decays until
reaching stability. For short-lived isotopes, the decay rate
Ri is approximately equal to the fission rate Rf

p of the parent
isotope p times the cumulative yield of the isotope i,

Ri ≃
X

p

Rf
pYc

pi: ð2Þ

The Evaluated Nuclear Data File (ENDF) B.VII.1 compiled
nuclear data contain tables of the cumulative fission yields of
1325 fission daughter isotopes, including relevant nuclear
isomers [18,19]. Evaluated nuclear structure data files
(ENSDF) provide tables of known beta decay end-point
energies and branching fractions for many isotopes [20].
Over 4000 beta decay branches having end points above
the 1.8 MeV inverse beta decay threshold are found. The
spectrum of each beta decay SijðEνÞ was calculated includ-
ing Coulomb [21], radiative [22], finite nuclear size, and
weak magnetism corrections [13]. In the following calcu-
lations, we begin by assuming that all decays have the
allowed Gamow-Teller spectral shapes. The impact of
forbidden shape corrections will be discussed later in the text.
The upper panel of Fig. 1 shows the β− spectrum per

fission of 235U calculated according to Eq. (1). The β−

spectrum measured in the 1980s using the BILL spectrom-
eter is shown for comparison [6]. Both spectra are absolutely
normalized in units of electrons per MeV per fission. The
lower panel shows the calculated νe spectrum for a nominal
nuclear fuel with relative fission rates of 0.584, 0.076, 0.29,
0.05 respectively for the parents 235U, 238U, 239Pu, 241Pu.
The spectra have been weighted by the cross section of
inverse beta decay to more closely correspond to the spectra
observed by experiments. Prediction of the νe spectrum by
β− conversion of the BILL measurements [11,12] shows a
different spectral shape. In particular, there is an excess
near 6 MeV in our calculated spectrum not shown by the
β− conversion method. Note that the hybrid approach of
Ref. [11] used the ab initio calculation to predict most of
the β− and νe spectra, but additional fictional β− branches
were added so that the overall electron spectra would match
the BILL measurements. The corresponding νe spectra for
these branches were estimated using the β− conversion
method. Since this method is constrained to match the BILL
measurements, it is grouped with the other β− conversion
predictions. An alternate ab initio calculation presented in
Ref. [17] is consistent with our prediction below 5 MeV, but
deviates at 6 MeV.
The significant differences between the calculation and

BILL measurements are generally attributed to the system-
atic uncertainties in the ab initio calculation. The 1σ
uncertainty bands presented here include only the stated
uncertainties in the cumulative yields and branching frac-
tions. Three additional systematic uncertainties are promi-
nent but not included: data missing from nuclear databases,
biased branching fractions, and beta decay spectral shape
corrections.

Missing data.—It is possible that the ENDF/B tabulated
fission yields lack data on rare and very short-lived isotopes
far from the region of nuclear stability. In Ref. [16], it was
argued that this missing data would favor higher-energy
decays. For the known fission daughters, ∼6% of the
yielded isotopes have no measured beta decay information.
Both of these effects result in an underprediction of the νe
spectrum at all energies.
Biased branching fractions.—The branching informa-

tion of known isotopes may be incomplete or biased.
For example the Pandemonium effect can cause a system-
atic bias, enhancing branching fractions at higher energies
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FIG. 1 (color online). (a) Ab initio nuclear calculation of the
cumulative β− energy spectrum per fission of 235U exposed to
thermal neutrons (solid red), including 1σ uncertainties due to
fission yields and branching fractions. The measured β− spectrum
from Ref. [6] is included for reference (dashed blue). (b) Ratios of
each spectrum relative to the BILL measurement. (c) The corre-
sponding ν̄e spectrum per fission in a nominal reactor weighted by
the inverse beta decay cross section (solid red), compared with that
obtained by the β− conversion method (dashed blue [12], dotted
green [11]), and an alternate ab initio calculation (dash-dotted
blue-green [17]). See text for discussion of uncertainties. (d) Ratios
of each relative to the Huber calculation. Measurements of the
positron spectra (green [23], brown [24], black [25]) are similar to
our ab initio calculation, assuming the approximate relation
Eν̄≃Eeþþ0.8MeV.To comparewith the calculated spectral shape,
measurement normalizations were adjusted approximately −5%.
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Possible Solution #2 

§  The existence of sterile neutrinos (νs) 
§  Can explain the visible deficit in the reactor antineutrino 

rate. 
§  Probe only light neutrinos 

11/5/15 Karin Gilje 5 
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Figure 57. Short baseline reactor antineutrino anomaly. The experimental results are compared to the pre-
diction without oscillation, taking into account the new antineutrino spectra, the corrections of the neutron
mean lifetime, and the o↵-equilibrium e↵ects. Published experimental errors and antineutrino spectra errors
are added in quadrature. The mean averaged ratio including possible correlations is 0.927±0.023. As an
illustration, the red line shows a 3 active neutrino mixing solution fitting the data, with sin2(2✓13) = 0.15.
The blue line displays a solution including a new neutrino mass state, such as |�m2

new,R| � 2 eV2 and
sin2(2✓new,R)=0.12, as well as sin2(2✓13) = 0.085.

sensitive of them, involving experts, would certainly improve the quantification of the anomaly.

The other possible explanation of the anomaly is based on a real physical e↵ect and is detailed in
the next section. In that analysis, shape information from the Bugey-3 and ILL published data [391,
448] is used. From the analysis of the shape of their energy spectra at di↵erent source-detector
distances [391, 449], the Goesgen and Bugey-3 measurements exclude oscillations with 0.06 <
�m2 < 1 eV2 for sin2(2✓) > 0.05. Bugey-3’s 40 m/15 m ratio data from [391] is used as it provides
the best limit. As already noted in Ref. [481], the data from ILL showed a spectral deformation
compatible with an oscillation pattern in their ratio of measured over predicted events. It should
be mentioned that the parameters best fitting the data reported by the authors of Ref. [481] were
�m2 = 2.2 eV2 and sin2(2✓) = 0.3. A reanalysis of the data of Ref. [481] was carried out in order
to include the ILL shape-only information in the analysis of the reactor antineutrino anomaly. The
contour in Fig. 14 of Ref. [448] was reproduced for the shape-only analysis (while for the rate-
only analysis discussed above, that of Ref. [481] was reproduced, excludeing the no-oscillation
hypothesis at 2�).

The fourth neutrino hypothesis (3+1 scenario)

Reactor Rate-Only Analysis

The reactor antineutrino anomaly could be explained through the existence of a fourth non-
standard neutrino, corresponding in the flavor basis to a sterile neutrino ⌫s (see [25] and references
therein) with a large �m2

new value.

For simplicity the analysis presented here is restricted to the 3+1 four-neutrino scheme in which
there is a group of three active neutrino masses separated from an isolated neutrino mass, such
that |�m2

new| � 10�2 eV2. The latter would be responsible for very short baseline reactor neutrino
oscillations. For energies above the IBD threshold and baselines below 100 m, the approximated
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Sterile Neutrinos 
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§  LEP tells us that there are 3 
active neutrinos. 

§  There can be neutrinos that don’t 
interact weakly. 

§  Hints of these sterile neutrinos 
can be seen indirectly through the 
reduction of expected rates. 
(LSND, MiniBOONE…) 
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Figure 2. Allowed regions at 95% CL (2 dof) for 3+1 oscillations. We show SBL reactor data
(blue shaded), Gallium radioactive source data (orange shaded), ⌫e disappearance constraints
from ⌫e–12C scattering data from LSND and KARMEN (dark red dotted), long-baseline reac-
tor data from CHOOZ, Palo Verde, DoubleChooz, Daya Bay and RENO (blue short-dashed) and
solar+KamLAND data (black long-dashed). The red shaded region is the combined region from all
these ⌫e and ⌫̄e disappearance data sets.

source data in Tab. 5. For these two cases we find an improvement of 5.3 and 3.8 units in
�2, respectively, when going from the 3+1 scenario to the 3+2 case. Considering that the
3+2 model has two additional parameters compared to 3+1, we conclude that there is no
improvement of the fit beyond the one expected by increasing the number of parameters,
and that SBL

(–)

⌫
e

data sets show no significant preference for 3+2 over 3+1. This is
also visible from the fact that the confidence level at which the no oscillation hypothesis is
excluded does not increase for 3+2 compared to 3+1, see the last columns of Tabs. 4 and 5.
There the ��2 is translated into a confidence level by taking into account the number of
parameters relevant in each model, i.e., 2 for 3+1 and 4 for 3+2.

3.3 Global data on ⌫
e

and ⌫̄
e

disappearance

Let us now consider the global picture regarding
(–)

⌫
e

disappearance. In addition to the
short-baseline reactor and Gallium data discussed above, we now add data from the fol-
lowing experiments:

• The remaining reactor experiments at a long baseline (“LBL reactors”) and the very
long-baseline reactor experiment KamLAND, see table 3.

• Global data on solar neutrinos, see appendix C for details.

• LSND and KARMEN measurements of the reaction ⌫
e

+ 12C ! e� + 12N [91, 92].
The experiments have found agreement with the expected cross section [93], hence

– 12 –

Kopp et al. arXiv:1303.3011v3 (2014) 
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Figure 7. Allowed regions and upper bounds at 99% CL (2 dof) for
(–)

⌫ µ !
(–)

⌫ e appearance experi-
ments in the 3+1 scheme. We show the regions from LSND and MiniBooNE anti-neutrino data and
the bounds from MiniBooNE neutrinos, KARMEN, NOMAD, ICARUS, and E776. The latter is

combined with LBL reactor data in order to constrain the oscillations of the
(–)

⌫ e backgrounds; this
leads to a non-vanishing bound on sin2 2✓µe from E776 at low �m2

41

. The red region corresponds
to the combination of those data, with the star indicating the best fit point.

⌫
µ

! ⌫
e

search in ICARUS are ⌫
e

appearance events due to �m2

31

and ✓
13

. Furthermore,
as discussed in section 2 and appendix A the long-baseline appearance probability in the
3+1 scheme depends on one complex phase. In deriving the ICARUS bound shown in
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Why should we care about νs? 

§  NEW PHYSICS! (new particle, new neutrino flavor, beyond 
standard model physics) 

§  Sterile neutrino existence will effect our interpretation of 
CP violation searches. 

§  Oscillations to sterile neutrinos can cause interference over 
longer baselines. 

11/5/15 Karin Gilje 7 



Sterile Neutrinos and CP Violation 

§  There is an interesting article that 
addresses these issues specifically. 
§  The impact of sterile neutrinos on CP 

measurements at long baselines, Raj Gandhi et 
al. arXiv: 1508.06275 

11/5/15 Karin Gilje 8 

3+1 adds: 
•  3 mixing angles: θ14, θ24, and θ34	

•  2 delta phase factors, δ34 and δ24 
•  3 mass splittings (approximately equal): Δm2

14, Δm2
24, 

and Δm2
34 



Sterile Neutrinos and CP Violation 

§  With three δCP phase 
factors, CP violation could 
exist in the lepton sector 
even if δ13 is zero. 

§  A degeneracy appears 
between 3+1 and 3+0 
predictions of the shape and 
rate of events in LBL 
experiments. This will 
make interpreting δCP 
measurements more 
challenging. 

§  SBL measurements will 
provide critical and timely 
input to the interpretation 
of LBL experiments. 
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Figure 4: Neutrino and anti-neutrino event rates in DUNE plotted as a function of the reconstructed

neutrino energy. The vertical spread for a given color for an energy bin shows the maximum and the

minimum events rates possible.

Fig. 4 shows the spread of binned events as a function of the reconstructed neutrino

energy for the 3+0 case and the 3+1 case. For the 3+0 case, we varied only �CP in the

range [�180�, 180�] to obtain the events band shown in red. For 3+1, we chose three sets

of ✓14, ✓24 values - (20�, 10�), (15�, 10�) and (5�, 5�). For all these three cases, we varied ✓34
in the range [0, 30�] and the phases �13, �24 and �34 in the range [�180�, 180�] each. The

resulting event-bands are shown in blue, green and magenta, respectively. The left (right)

panels show the neutrino (anti-neutrino) rates, while the top (bottom) panels are for the

NH (IH) scenario.

It can be seen that for all three sets of ✓14, ✓24, the 3+1 band can potentially encompass

the 3+0 band, leading to substantial degeneracy. When the number of events falls in the

overlapping region between these two bands (which is the red region in Fig. 4), there is

considerable ambiguity as to whether the events are produced by a certain value of �CP in

– 11 –
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Assuming: Δm2 = 1 eV2 



Problem Summary 

§  We see a deficit in the expected reactor 
flux. 

§  We see a deviation from the expected 
reactor spectrum shape. 

§  Two possible solutions: 
§  Incomplete physics model of the spectrum. 
§  Sterile neutrino or other new physics. 

§  We need new data to resolve these 
issues. 
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PROSPECT- Precision Reactor 
Oscillation and Spectrum Experiment 
§  Goal 1: A precise 

measurement of 
the U-235 
spectrum. 

§  Goal 2: Perform a 
sterile neutrino 
search with 
interest in Δm2 
around 1.0 eV2. 

11/5/15 Karin Gilje 11 
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PROSPECT- Precision Reactor 
Oscillation and Spectrum Experiment 
§  Goal 1: A precise 

measurement of 
the U-235 
spectrum. 

§  Goal 2: Perform a 
sterile neutrino 
search with 
interest in Δm2 
around 1.0 eV2. 
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Null Osc. 

Exaggerated Osc. 
Δm2=1.78 

sin22θ=0.5 

PROSPECT:  
E = 1-7 MeV and L = 6-11 m 

Simulated antineutrino rates 



PROSPECT Design 
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Phased Approach 
§  Addresses experimental situation in a timely 

manner. 
§  3σ result in 1 year. 

§  Systematic control and increased physics reach. 
§  Allows flexibility in response to results from 

Phase I. 

 SolidWorks Student License
 Academic Use Only

Phase I: a 3-ton detector at ~7m Phase I: movable detector, 
7-12 m coverage 

Phase II: two detectors, 7-12m and 
16-20m, 3-ton and 8-10-ton 



§  Compact core research 
reactor operated at 85 
MW 

§  Highly Enriched Uranium 
(HEU) Fuel-almost all 
fissions from U-235 

§  Scheduled live time: 41%  
§  Allows in-depth 

background study. 
§  Worked with PROSPECT 

for 2 years and multiple 
deployments.  Design 
developed in cooperation. 

§  0.2 m radius x 0.5 m 
height 

High Flux Isotope Reactor (HFIR) 
at ORNL 

11/5/15 Karin Gilje 14 

ornl.gov 



Detector Construction 
§  Li-loaded EJ-309 liquid 

scintillator 
§  Double-ended PMT readout 
§  Optically separated segments 

with specular reflectors. 

§  12x10 cells for Phase I detector 
§  Corner pinwheels provide 

support and a place for 
calibration 

§  Movable near detector 

11/5/15 Karin Gilje 15  SolidWorks Student License
 Academic Use Only
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PROSPECT Prototype Demonstrations

*

*

*

* Deployment complete!!!!

Run DAQ,  
Remote data-taking

See n-Li + PSD

Demonstrate shielded 
background rates

Demonstrate full  
timing and PE response

Deploy final design concepts

See antineutrinos

Meet physics goals

Observe relative segment responses

27

1 meter

3x3x1meter  
mockup at IIT

5 inches

2 inches

Aug 2014

Dec 2014 - 
Mar 2015

Mar 2015

Phased Detector Development 
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PROSPECT  
Phase II (10k)? 

Run DAQ, 
Remote data-taking 

See n-Li + PSD 

Demonstrate shielded 
background rates 

Demonstrate full timing 
and PE response 

Deploy final design concepts 

Observe relative segment responses 

See antineutrinos 

Meet physics goals 

*Deployment complete!!! 
Approximate mass kg 

PROSPECT 0.1* 
Aug 2014 

PROSPECT 2* 
Dec 2014- 
 Mar 2015 

PROSPECT 20* 
      Mar 2015 

PROSPECT 200 
mockup 

PROSPECT 2k 
Phase I (3ton)  

2 inches 

5 inches 

1 meter 

3x3x1 meter 
mockup at IIT 

PROSPECT 60 

 SolidWorks Student License
 Academic Use Only

PROSPECT 400 
 



Near Surface Detection 

§  Backgrounds 
§  Cosmogenic 
§  Reactor 

§  Reduction Techniques 
§  Multi-layered shielding 
§  Temporal and spatial correlation of IBD signal 
§  Particle Identification from Pulse Shape 

Discrimination (PSD) 
§  Segmentation for fiducialization and spatial 

coincidence of events 
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Background Study 
§  Researched three HEU reactor sites 

(HFIR, ATR, NIST) 
§  Characterized rate and distribution of 

source backgrounds and cosmogenics 
§  HFIR chosen for schedule and logistics 
§  Publication of survey at arXiv: 

1506.03547 
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Figure 22: Measured energy spectra for an unshielded
NaI(Tl) detector at di↵erent y locations along the wall
surrounding the reactor pool, with the reactor operating
at nominal power. All data are taken 0.1 m from the wall
and 1 m above the floor (x = 0.1, z = 1.0). Several lo-
cations exhibit significantly higher rate, associated with
penetrations in the wall described in the text.

The di↵ering rate and energy spectra of the back-
ground sources along the reactor pool wall are illus-
trated in Fig. 22, where measured �-ray spectra taken
at di↵erent x positions are plotted. Two prominent hot
spots are evident. A pipe directly through the concrete
wall to the reactor water pool near x = �0.04 m is an
intense source of lower-energy �-rays ( 1.5 MeV). An
unused beam tube between y = 0.66–1.0 m, pointing
almost directly back to the reactor core, is the dominant
source of higher-energy �-rays (� 2 MeV) despite being
filled with a concrete plug. Less prominent hot spots in-
terrupt the general reduction in rate with increasing y at
y = 2.56 m (a notch in the wall) and y = 3.0 m (above
another unused beam tube in the floor).

General trends in the spatial variation of �-ray back-
grounds can be seen in Fig. 23, which displays inte-
grated �-ray counting rates between 1–10 MeV as a
function of position. Contour plots at two di↵erent
heights above the floor are shown: (top) z = 0.1 m and
(bottom) z = 1.0 m. Variation along the y-axis close to
the wall (x = 0.1 m) follows the trends seen in Fig. 22.
Integrated rates decrease along the y-axis as the distance
from the reactor increases, consistent with the spectra
shown in top of Fig. 18. The variation is most pro-
nounced close to the floor as can be seen comparing the
top and bottom of Fig. 23. This large reduction in back-
ground rate is attributed to the large concrete support
monolith under this level whose outline can be seen as a
dashed line in Fig. 23 or in the elevation view of Fig. 4.
Backgrounds from the water pool much below the level
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Figure 23: Measured count rates (s�1) over the energy
range of 1–10 MeV, for an unshielded NaI(Tl) detec-
tor either 10 cm above the floor (top) or 100 cm above
the floor (bottom). The reactor was operating at nom-
inal power. The reactor core is centered at (x, y, z) =
(�4.06, 0,�3.85).

of the floor are strongly suppressed.
Close to the reactor wall both the average �-ray en-

ergy and rate are significantly lower 2 meters above the
floor than at 1 meter. Rates below 1.5 MeV are a factor
of 10 lower while rates ⇡3-6 MeV are nearly 100 times
lower. However, further from the wall (x � 0.7 meter),
the spectra at z = 1 and 2 meters are similar while rates
just above the floor (monolith) are very low. These dis-
tributions imply that higher-energy �-rays from the wall
are emitted roughly at 45� to the vertical i.e. along the
unused beam tube.

Measurements were taken with the NaI(Tl) detector
inside a 10 cm thick rectangular lead well, intended to
attenuate all �-rays not coming from directly beneath
the detector. An intense local hot spot is observed near
y = �0.2 m near the wall closest to the reactor. Away
from the wall rates were uniformly low over the shield-
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Figure 24: Measured energy spectra for a NaI(Tl) de-
tector inside a horizontal lead collimator placed at x =
0.5 m, z = 0.2 m for di↵erent configurations of a 102 cm
wide (y-axis in Fig. 23) lead wall, with the reactor op-
erating at nominal power. This location is in front of a
localized �-ray background source.

Configuration Rate (Hz)
(dimensions in cm) 1-3 MeV 3-10 MeV
No Wall (1) 512.4 246.3
Add wall: 10 ⇥ 102 ⇥ 51 (2) 169.8 168.4
Add floor: 25 ⇥ 102 ⇥ 5 (3) 52.5 15.2
Add to floor: 25 ⇥ 102 ⇥ 10 32.2 10.5
Add to wall: 20 ⇥ 102 ⇥ 51 28.5 12.7
Extend floor: 30 ⇥ 20 ⇥ 5 (4) 15.5 3.0

Table 7: Integrated background rates for energy ranges
1–3 MeV and 3–10 MeV for sequential augmentation
of a lead shielding wall. The shielding spans the range
y = 0.6–1.0 m against the wall indicated in at x = 0 in
Fig. 23. Wall dimensions are given as x ⇥ y ⇥ z values,
with (x, y, z) directions also as indicated in Fig. 23. Sev-
eral configurations are pictorially represented in Fig. 24.

ing monolith. Background rates increased with the de-
tector over the relatively thin 15 cm concrete floor out-
side of the monolith footprint (x & 2 m). The level
beneath the location being examined contains multiple
neutron beam lines. Scattered beam neutrons interact-
ing with structural materials in that level or the floor it-
self are thought to be cause of the increased �-ray back-
ground rates observed past the shielding monolith.

A study of shielding e↵ectiveness was conducted by
varying the configuration of a lead wall in front of the
beam tube at y = 0.6–1.0 m and measuring background
�-ray rates (Fig. 24). The NaI(Tl) detector was placed
between two 10 cm thick lead walls oriented perpendic-
ular to the lead wall, thus limiting the detector accep-
tance in the horizontal plane in directions other than the

Figure 25: PROSPECT2 as installed at HFIR. The
5” cylindrical LS detector (yellow), PMTs and HV
bases (purple) are surrounded by 5% borated polyethy-
lene sheets (green), lead (dark grey), more 5% borated
polyethylene sheet, an Al containment box ( grey), 30%
borated polyethylene sheet (purple), more 5% borated
polyethylene sheet, and polyethylene sheet (light grey).

wall. Table 7 gives the background rates summed over
the energy ranges 1–3 MeV and 3–10 MeV for each
wall configuration. Fig. 24 shows the background en-
ergy spectra at selected configurations.

With the detector 0.5 m from the wall, a 10 cm thick
lead wall reduced the �-ray detection rate at energies be-
low 3 MeV by a factor of 3. Extending the wall onto the
floor by 25 cm significantly reduced the rate of higher-
energy �-rays by as much as a factor of ten. Doubling
the thickness of the floor layer further reduced rates,
while doubling the thickness of the vertical wall had lit-
tle e↵ect. Extending the floor bricks another 20 cm low-
ered the high-energy �-ray rate by an additional factor
of four.

Both background sources and shadows were ob-
served during these studies. The solid concrete mono-
lith e↵ectively blocks any background sources directly
beneath the location under consideration. Penetrations
or relatively thin sections in concrete structures were
associated with higher backgrounds. In particular the
beam tube near y = 1.0 m was the dominant source
of high-energy background. Less intense sources of
higher-energy �-rays were likely to be associated with
higher neutron fluxes at large y (y & 2 m) or o↵ the
monolith (x & 3 m). Accordingly, PROSPECT aims
to build a localized lead shielding structure against the
wall and floor closest to the reactor and then remeasure
these background distributions before designing detec-
tor shielding.

6.2. Deployment of the PROSPECT2 Prototype at the
HFIR Near Location

To test the e�cacy of shielding and provide data
for simulation validation, a prototype detector was de-
ployed at the HFIR near location. The detector is a right
cylindrical acrylic vessel with an internal diameter of
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Figure 13: (a) The �-ray spectrum incident upon the
LaBr3(Ce) detector at the ATR near location, as pre-
dicted by the unfolding of the measured spectrum.
Prominent line sources are identified. (b) A comparison
of the measured �-ray spectrum with that predicted from
the unfolded source term and the simulated detector re-
sponse. Note that the unfolding procedure accounts for
escape peaks and Compton scattering events in the mea-
sured spectrum. The residual continuum in (a) is due to
�-rays that have down-scattered in the surrounding en-
vironment interacting in the detector.

as a reference point. The near location measurements
were taken multiple times, approximately 2 m from the
face of the reactor biological shield indicated in Fig. 5,
with adjacent instruments on. Dose rates (as described
above) were 1.44 µSv/h which, assuming a spectrum
centered around energies close to the maximum detec-
tor e�ciency, corresponds to an approximate flux of 2–
3 cm�2 s�2. This is four times the rate observed with
the adjacent instruments o↵. For context, the rate in
the far lab space was 22 nSv/h, consistent with natu-
ral backgrounds. These rates were fairly constant be-
tween measurements. A bare BF3 tube was used to mea-
sure the thermal flux in the same location. The flux of
2 cm�2s�1 indicates that the spectrum is likely peaked at
lower near-thermal energies. Such measurements were
not taken at ATR, but the relatively low flux of neutron-

 1
m

C
O

N
C

R
ET

E
O

BS
TR

U
C

TI
O

N
W

A
TE

R
C

O
R

E

13Ϭ 19Ϭ

26Ϭ

33Ϭ31Ϭ

126

150Ϭ

195Ϭ

130Ϭ

136Ϭ

33Ϭ23Ϭ

21Ϭ
(1.26±0.04)

35Ϭ

171Ϭ

)3 )2 )1 0 1 2 3 4 5
] (m)

0

1

2

3

4

\ (m
)

(0.48±0.02)

(1.58±0.03)
(2.5±0.1)

Figure 14: A pictorial representation of neutron dose
rates (measured in nSv/h) and thermal neutron rates
in italics (cm�2s�1) at the HFIR near location roughly
15 cm (z = 0.15) above the floor. The reactor core is
centered at (x, y, z) = (�4.06, 0,�3.85).

capture �-rays observed at that site implies the thermal
neutron flux is also low.

4.5. Fast Neutron Measurement Results
4.5.1. Fast Neutron Spectrum Measurements with

FaNS-1
Measurements of the cosmogenic neutron spectra

(Fig. 15) and fluxes (Table 4) at NBSR and HFIR were
performed using FaNS-1. Reactor o↵ measurements
were taken at HFIR at the near and far locations and the
NBSR far location. The sensitivity of FaNS-1 to cosmo-
genic neutrons has been simulated using MCNPX. An
isotropic distribution of neutrons following the JEDEC
standard spectrum was launched at the detector and the
sensitivity, in neutrons detected per incident neutron flu-
ence, for neutron energies above 1 MeV was determined
to be 10.3±2.5 (n/(n/cm2)) [29]. This is akin to the e�-
ciency weighted by the cosmogenic spectrum times the
cross-sectional area. This sensitivity is then used to con-
vert a measured count rate in s�1 into the incident flux
in cm�2s�1.

Comparing the NBSR measurement with the HFIR
far location we see a slight deficit in the HFIR flux
which can possibly be explained by the presence of a
large (10 m–12 m) concrete wall that shadows the loca-
tion. The HFIR far and near measurements are compa-
rable. Note the similarity of the spectra shape between
each site. This similarity reinforces the previously dis-
cussed notion that the spectrum of cosmogenic neutrons
does not vary significantly between sites. It is impor-
tant to note that these fluxes have not been corrected for
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Using Pulse Shape Discrimination to 
Reduce Backgrounds 

Tackling backgrounds with PSD

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

Pulse Shape Discrimination (PSD) will provide important particle identification information.

(n,Li)

PSD signatures
Signal inverse beta decay 

"-like prompt, n-like delay
Background fast neutron 

n-like prompt, n-like delay
accidental gamma 
"-like prompt, "-like delay

particle ID strongly suppresses cosmogenic correlated and reactor-induced uncorrelated backgrounds

9

prompt signal: 1-10 
MeV positron from 
inverse beta decay
delay signal: 0.6 MeV 
signal from neutron 
capture on 6Li

n

"

Cf-252

IBD-like

accidental gammas

fast neutron

PROSPECT-2 (LiLS) arXiv1309.7647
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What are we looking for?

p

n

#+

%e
&

t

6Li

prompt (t0 = 0): 1-10MeV annihilation

delay (tc = 40μs): 0.6MeVee (n, 6Li) capture

coincidence of these two signals indicates an IBD event

∆d ~100μm

typical reactor spectrum

Ev ≈ Eβ + 1.8MeV 

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

inverse beta decay (IBD)

5

Prompt signal: 1-10 
MeV positron 
annihilation 
Delay signal: 0.6 
MeV capture on 6Li 

PROSPECT2 (LiLS) arXiv:1309.7647 PSD signatures 

Signal IBD event: γ-like 
prompt, n-like delay 

Background Fast neutron: n-like 
prompt, n-like delay 

Accidental gamma: γ-
like prompt, γ-like 
delay 

IBD-like Fast neutron 

Accidental gammas 



Liquid Scintillator Development 

Scintillator Specifications  
§  We developed three different formulae of LiLS 
§  Li-loaded EJ-309 performed best of all, down-

selected on this formula 
§  8200ph/MeV, high PSD figure of merit 
§  Large batches have been produced for testing in 

realistic geometries (more two slides from now) 
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PROSPECT: A Precision Reactor Oscillation and Spectrum Experiment DE-FOA-0001381

2.4.2 Reactor Facility Background Measurements
Performing a precision n

e

experiment with little overburden and in close proximity to a reactor
core requires careful assessment of natural and reactor generated background radiation. As de-
scribed above, assessing these backgrounds was an important part of the site assessment process
for PROSPECT, with detailed results being reported in [?]. Measurements performed included
high and moderate resolution g-ray spectroscopy, fast and thermal neutron flux, muon flux, and
fast neutron spectroscopy, with this range covering the most important backgrounds for a reactor
n

e

experiment. Important conclusions of this measurement campaign were:
• reactor facilities exhibit significant spatial variation in g-ray and neutron backgrounds due to ir-

regular shielding, localized leakage paths through shielding, or the presence of piping carrying
activated materials (Fig. 6a). Detailed site-specific characterization of background is therefore
essential to optimize a shielding design. Localized shielding applied to compact background
sources is a cost and weight efficient approach to reducing background (Fig. 6b).

• neutron leakage and/or scattering is a significant background source, via neutron interactions
on water, steel, or other structural materials. The resulting high-energy g-rays are relatively
difficult to shield. Application of neutron absorbing shielding to localized neutron sources is a
cost and weight efficient approach to reducing g-ray backgrounds.

• the flux and spectrum of cosmogenic fast neutrons observed within the minimal overburden
provided by the HFIR building is essentially unaltered compared to standard reference mea-
surements (e.g. [?,?]), which can therefore be used as source terms in simulation studies.

These results have been integral to the design of the Reactor Antineutrino Measurement Facility
and the PROSPECT AD, as described in Sections 2.5.1 & 2.5.2, respectively.
2.4.3 Liquid Scintillator Development

Figure 8: Comparison between unloaded EJ-309 and three
different LiLS formulations. (Left) Response to 60Co,
demonstrating the relative light yield. (Right) Compari-
son of PSD distributions when exposed to 252Cf. Li-EJ309
has the best performance amongst Li-loaded materials.

Liquid scintillators are the standard detec-
tion media for reactor n

e

detectors, often
using Gd to decrease the mean neutron
capture time and yield a high-energy cap-
ture signal. However, Gd is ill-suited to
compact detectors where neutron-capture
g-rays will often escape the active volume.
In contrast, neutron capture on 6Li pro-
duces a highly localized (⌧ 1 mm) en-
ergy deposition from the reaction n+6Li!
a + t + 4.78 MeV. The light yield from the
alpha and triton are heavily quenched yielding an electron equivalent energy of 0.6 MeV

ee

. These
heavy charged particles have a large dE/dx that allows them to be distinguished from equivalent-
energy electromagnetic backgrounds using the PSD capability of certain liquid scintillators. Previ-
ously available Li-loaded Liquid Scintillators (LiLS) were based on toxic and flammable solvents
that can no longer be used in reactor facilities. Therefore, a multiyear research and development
effort has explored the feasibility of three new low-toxicity and low-flashpoint scintillator bases,
LAB, UltimaGold, and EJ-309 [?,?]. Surfactants are used to form a micro-emulsion containing
6LiCl, creating a dynamically-stable mixture that retains the PSD capability of the base scintillator.
Extensive studies were performed with 20 ml samples of multiple formulations to characterize
light yield and PSD performance using g-ray and neutron sources.
The EJ-309-based LiLS was found to have the best light yield and PSD performance (Fig. 7). Li-
EJ309 has a proton density of 5.5 ⇥ 1022/cm3, light yield above 6500 photons/MeV, and a bulk
attenuation length of ⇠4 m. The stability of Li-EJ309 samples has been monitored for approxi-
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Liquid scintillator (LS) development

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

developed novel LiLS with excellent light yield, PSD, and neutron capture capabilities

Ton-Scale Production (same as last) 
•  Self-production to ensure 

•  Cleanness 
•  Purification applied 
•  Characterization and QA/QC 
•  Continuation for future large 

production (Far detector) 
•  Commercial production reactor available 

•  10-L prototype deployed and tested 
•  50-L baseline (expandable to 100-L)  

•  Easy to install and QA/QC instruments 
ready 

BNL MYeh 11 
(n,Li)

Scintillator specs (PROSPECT-0.1):
• Light YieldEJ-309 = 11500 ph/MeV 
• Light YieldLiLS, measured = 8200 ph/MeV 
• prominent neutron capture peak in LiLS 
• PSD FOM at (n, Li) is 1.79 
• energy resolution (σ/E) of 5.2% at 0.6MeVee

10

Cf-252

Co-60

Co-60 

Cf-252 



Compatibility and design of low-mass separators 

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

produced robust separators with good reflectivity from LS-compatible materials

Low-mass reflector prototypes 

Compatibility:
• extensive material compatibility testing required to 

ensure long-term LS performance 
• focus on materials proven in recent experiments - 

PTFE, acrylic, polypropylene, … 
• long-term mechanical stability verified

Separators:
• physics goals demand low inactive mass, high 

reflectivity, and long-term compatibility 
• developed multi-layer system meeting all 

requirements 
• fabrication procedures for full-scale system under 

validation

separator reflectance
normalized EJ-309 emission 

separator reflectance vs wavelength

11

Segmentation Design 

Compatibility: 
§  Extensive material compatibility testing 

required to ensure long-term LS performance 
§  Focus on materials proven in recent 

experiments (PTFE, acrylic, polypropylene, …) 
§  Long-term mechanical stability verified 
Separators: 
§  Physics goals demand low inactive mass, high 

reflectivity and long-term compatibility 
§  Developed multi-layer system meeting all 

requirements 
§  Fabrication procedures for full-scale system 

under validation 
§  <2% inactive mass 
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Compatibility and design of low-mass separators 
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produced robust separators with good reflectivity from LS-compatible materials

Low-mass reflector prototypes 

Compatibility:
• extensive material compatibility testing required to 

ensure long-term LS performance 
• focus on materials proven in recent experiments - 

PTFE, acrylic, polypropylene, … 
• long-term mechanical stability verified

Separators:
• physics goals demand low inactive mass, high 

reflectivity, and long-term compatibility 
• developed multi-layer system meeting all 

requirements 
• fabrication procedures for full-scale system under 

validation

separator reflectance
normalized EJ-309 emission 

separator reflectance vs wavelength
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Segment Response 
PROSPECT20 at Yale: 
§  Full size cell with realistic 

geometry and internal reflectors 
§  Optimize light collection and PSD 
§  530 PE/MeV, Figure of Merit 1.4 

at (n,Li) capture peak 
§  PSD at (n,Li) capture peak has 

99.99% rejection of γ and 99% 
acceptance of neutron events 

11/5/15 Karin Gilje 22 

The test detector described here differs from current baseline PROSPECT cell design in a
variety of aspects. Items listed below give the differing design feature of PROSPECT versus the
test detector, in that order.

1. Cell length: 1.2 versus 1.0 meters.

2. Cell wall composition: mm-level thickness separators versus cm-thick acrylic cell walls.

3. Wall-PMT mating: direct mating versus gaps in reflective surfaces due to cell flanges.

4. PMT light guide shapes: parabolic versus cylindrical.

5. Scintillator choice: custom Li-doped scintillator versus un-doped EJ-309.

The test detector has also been designed to allow for variation of key cell components to
inform PROSPECT optical cell design choices: the studies described below include variation in
PMT deployments and in reflector types, locations, and coupling methods. The following sections
describe in further detail the test detector’s main components and implemented variations.

146.05
5.75

  

5.75
146.05 

A

A

Figure 1: Top: A labelled photograph of the test detector. The picture shows a test detector config-
uration featuring internal reflectors, which are described in further detail in Section 6. Bottom: A
schematic of the baseline PROSPECT design for a single optical cell.

2.1 Acrylic Cell

The main structural component of the test detector is the acrylic cell, which consists of a long rect-
angular 1 cm-thick UV-absorbing (UVA) acrylic barrel with a 2.5 cm thick square flange adhered
to either end. UVA end plates of 2.5 cm thickness are bolted to the flanges with a Viton o-ring
to seal the cell. The flanges provide access to the cell interior, which can be cleaned via an Al-
conox solution and rinsed before filling. This design also allows the insertion of internal reflectors,
described in Section 6. Acetel valves with Viton o-rings are located on each end plate corner for
filling and gas purging. With no interior components installed, the active volume is 15.2 x 15.2 x

– 5 –

Cf-252 

arXiv: 1508.06575 
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2.4.5 Onsite Prototype Detector Operation and Simulation Validation

(a) (Left) Time separation between events for reactor-
off operation with different analysis cuts applied. (Right)
Comparison of IBD-like event prompt energy spectra with
HFIR on and off.
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(b) Reactor-off data (red) are compared to simulation for
cosmic backgrounds (blue). Shown are the IBD-like distri-
butions for energy (left) and timing (right).

Figure 10: PROSPECT-20 measurements at HFIR.

PROSPECT has deployed multiple liquid
scintillator prototype detectors and shield-
ing packages at HFIR since mid-2014 to
characterize backgrounds in-situ and de-
velop a working knowledge of facility reg-
ulations, operating procedures and work
control processes. Detector size was in-
creased by a hundredfold, from an initial
100 ml EJ-309 cell to a 23 l cell containing
LiLS (PROSPECT-20). The shielding pack-
ages have likewise grown from a small
lead brick cave to a multilayered shield of
water bricks [?], High Density Polyethy-
lene (HDPE), 5% borated HDPE and lead
with a total volume nearly 1/4 that of the
proposed RAMF design (Fig. XX??).
Data have been collected over nine months
through multiple reactor cycles. Analy-
sis cuts were developed to isolate IBD-
like events and elucidate the event types
that produce background at this location
(Fig. 9a). The initial time separation spec-
trum (black curve) of all signal pairs is
dominated by background random coincidences, but also exhibits a time correlated component.
Application of a simple energy cut around the (n,Li) capture peak for the delayed signal in an
event pair reduces the random component by a factor of XX, demonstrating, in part, the util-
ity of LiLS for a compact detector - such an equal efficiency selection would encompass a much
greater energy range if using GdLS. Applying selections based upon PSD provides further in-
formation: requiring that the prompt signal fall in the neutron recoil band (red curve) indicates
that the majority of time-correlated background events are due to fast neutron recoil followed by
capture. Finally, applying selections consistent with IBD events (prompt PSD in E.M. band, delay
signal in (n,Li) energy and PSD region) reduces the initial event rate by a factor of XX and reveals
the IBD-like background to be dominated by time-correlated pairs. Accidental coincidences due
to reactor-produced g-rays following this selection are minimal due to the selectivity of the 6Li
neutron capture signature and targeted shielding applied to measured background “hot-spots” at
HFIR. Comparison of IBD-like event energy spectra with HFIR on and off (Fig. 9a) indicates that
IBD-like backgrounds are cosmogenic and that reactor generated backgrounds are negligible.
This data has been used to validate the PROSPECT AD simulation package. For example, Fig. 9b
displays an absolute? comparison between data and simulation predictions that combine the ef-
fects of cosmic ray shower with accidental g-ray coincidences. Both the energy and time distri-
butions of IBD-like events are in excellent agreement, with the results of these simulations being
consistent with fully explaining the observed IBD-like rate in PROSPECT-20. Although this rate is
higher than the expected n

e

interaction rate, improved shielding and event topology cuts possible
in the full AD will suppress backgrounds substantially, achieving a signal to background ratio of
� 1 : 1 (Sec. ??).
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2.4.5 Onsite Prototype Detector Operation and Simulation Validation

(a) (Left) Time separation between events for reactor-
off operation with different analysis cuts applied. (Right)
Comparison of IBD-like event prompt energy spectra with
HFIR on and off.
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(b) Reactor-off data (red) are compared to simulation for
cosmic backgrounds (blue). Shown are the IBD-like distri-
butions for energy (left) and timing (right).
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100 ml EJ-309 cell to a 23 l cell containing
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lead brick cave to a multilayered shield of
water bricks [?], High Density Polyethy-
lene (HDPE), 5% borated HDPE and lead
with a total volume nearly 1/4 that of the
proposed RAMF design (Fig. XX??).
Data have been collected over nine months
through multiple reactor cycles. Analy-
sis cuts were developed to isolate IBD-
like events and elucidate the event types
that produce background at this location
(Fig. 9a). The initial time separation spec-
trum (black curve) of all signal pairs is
dominated by background random coincidences, but also exhibits a time correlated component.
Application of a simple energy cut around the (n,Li) capture peak for the delayed signal in an
event pair reduces the random component by a factor of XX, demonstrating, in part, the util-
ity of LiLS for a compact detector - such an equal efficiency selection would encompass a much
greater energy range if using GdLS. Applying selections based upon PSD provides further in-
formation: requiring that the prompt signal fall in the neutron recoil band (red curve) indicates
that the majority of time-correlated background events are due to fast neutron recoil followed by
capture. Finally, applying selections consistent with IBD events (prompt PSD in E.M. band, delay
signal in (n,Li) energy and PSD region) reduces the initial event rate by a factor of XX and reveals
the IBD-like background to be dominated by time-correlated pairs. Accidental coincidences due
to reactor-produced g-rays following this selection are minimal due to the selectivity of the 6Li
neutron capture signature and targeted shielding applied to measured background “hot-spots” at
HFIR. Comparison of IBD-like event energy spectra with HFIR on and off (Fig. 9a) indicates that
IBD-like backgrounds are cosmogenic and that reactor generated backgrounds are negligible.
This data has been used to validate the PROSPECT AD simulation package. For example, Fig. 9b
displays an absolute? comparison between data and simulation predictions that combine the ef-
fects of cosmic ray shower with accidental g-ray coincidences. Both the energy and time distri-
butions of IBD-like events are in excellent agreement, with the results of these simulations being
consistent with fully explaining the observed IBD-like rate in PROSPECT-20. Although this rate is
higher than the expected n

e

interaction rate, improved shielding and event topology cuts possible
in the full AD will suppress backgrounds substantially, achieving a signal to background ratio of
� 1 : 1 (Sec. ??).
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Operation of PROSPECT-20 at HFIR

7

HFIR Experimental Location!
Exterior Door! Reactor 

Wall!

PROSPECT-20 
Shield!

PROSPECT-20 
DAQ!

• Operated for four months at HFIR
• Two HFIR cycles

• Shielding package roughly 25% mass of full shield
• Reactor-related backgrounds mitigated

• Targeted local shielding
• Active background rejection with LiLS

• Validation of background simulations for full 
PROSPECT detector  
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(a) All neutron-coincident events.
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(b) IBD-like after “shower rejection” cuts.

Figure 1: Prospect-20 data (red) and simulation (blue) coincidence timing for neutron
backgrounds with accidentals components.

9⇥ boost) should be a generous over-estimate of reality, we are lead to conclude that external

gamma flux incident on the shielding package will introduce a fairly negligible component

to the IBD-like background after cuts.

The impact of fiducialization will be significantly less for “internal” accidental sources

distributed throughout the volume of the detector. There will still be a substantial gain from

the prompt-delayed proximity cut. This can be tested in simulation. Rather than a detailed

model of “internal” backgrounds, a 1 kHz 3MeV gamma source distributed through the

scintillator is used for back-of-the-envelope estimation. Figure 3 shows the result. Before

cuts, the accidentals are sub-dominant to the correlated signal by roughly one order of

magnitude. The shower cut reduces correlated and accidental backgrounds in unison. Unlike

the external gamma case, fiducialization does not drive the accidental rate down as much

compared to the coincidence peak; nevertheless, accidental levels are clearly secondary to

correlated neutron contributions. This level of internal background adds. 10% to the cosmic

contribution.

Based on these simulation estimates, the combined e↵ects of a ⇠200µs coincidence time

window and topology cuts will suppress likely accidental coincidence sources to low levels

compared to correlated IBD-like backgrounds.
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Data 
Simulation

§  Background Mitigation 
§  Benchmark MC against prototypes 
§  Allows extrapolation to full detector 
§  4 months of operation (2 reactor cycles) with 

>99% uptime 
§  no change in IBD-like backgrounds with 

reactor status 



Simulation 
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§  Detector response 
§  Feeds into sensitivity 

calculation 
§  Feeds into understanding of 

detector precision 
§  Design 

§  Optimize shielding 
§  Light Transport 
§  And more…  

§  Cut Development 
§  PSD, timing, spatial, 

fiducialized volume … 
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 CLσSensitivity: 3
Minimized_HFIR_85.0_0.5-0.5-0.0-0.0_1.00.root
Minimized_HFIR_85.0_0_1.00.root
Minimized_HFIR_85.0_1_1.00.root
SBL Anomaly (Kopp), 95% CL

 Disappearance Exps (Kopp), 95% CLeνAll 
SBL + Gallium Anomaly (RAA), 95% CL

Movable detector, 1 year, 3σ	
Front position, 1 year, 3σ	
Back position, 1 year, 3σ	

§  Provides greater 
physics reach through 
increased L/E range 
§  1 year at one position 

will NOT cover the 
Kopp best fit 
parameters at 3σ, but 1 
year at mixed positions 
will! 

§  More systematic 
crosschecks 



Sterile Neutrino Search 
§  Relative measurement – no absolute 

spectrum dependence 
§  Using two Phase I positions in 1 year 
§  Using three Phase I positions in 3 years 
§  Assumptions: 

§  4.5%/√E energy resolution 
§  15cm position resolution 
§  1.4:1 front position signal to background based 

on MC simulation in forward position 
§  42% fiducial volume efficiency based on MC 

simulation 
§  41% reactor uptime 

§  Expected IBD rate: ~1000/day 
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Next Steps 
§  PROSPECT60 

§  A multi cell arrangement to test the final 
design  

§  Background mitigation 

§  PROSPECT200 (ongoing) 
§  Validation of internal structure (Pinwheel 

rods, support structure, reflector size) 
§  Mechanical stress testing 

§  PROSPECT400 
§  Potential working 4x4 arrangement 
§  Considering installation at HFIR 
§  Deployment depends on funding profile 
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Closing Statements- Physics 
§  Measurement of U-235 spectrum will provide new constraints on 

reactor antineutrino models, complementary to current and 
future LEU measurements. 

§  PROSPECT Phase I+II will provide the best sensitivity to eV 
scale sterile neutrinos. 
§  Within 1 year of Phase I, we will have 3σ coverage over the Kopp 

global best fit for the anomalous parameter space. 
§  With 3 years of Phase I and 3 years of Phase II, we will have 5σ 

coverage over the Kopp global fit parameter space. 

§  Movable detector increases physics sensitivity and allows 
systematic cross checks. 

§  Data taking with Phase I within 1 year after funding approved. 
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Conclusions- Protypes 

§   Several Prototypes have been constructed. 
§  Testing detection concepts and detector structure. 

§  Demonstrated full cell capabilities. 

§  Testing at HFIR and validation of design. 
§  Adequate performance and background reducible. 

§  Three Papers available now! 
§  P20 Prototype at Yale. arXiv: 1508.06575 
§  Backgrounds at HFIR, ATR, and NIST. arXiv: 1506.03547 
§  Whitepaper. arXiv: 1309.7647 
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The PROSPECT Collaboration 
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The PROSPECT Collaboration

12D. Norcini Yale UniversityAPS April 2015: 13 April 2015

Brookhaven National Laboratory 
Drexel University 
Idaho National Laboratory 
Illinois Institute of Technology 
Lawrence Berkeley National Laboratory 
Lawrence Livermore National Laboratory 
Le Moyne College 
National Institute of Standards and Technology 
Oak Ridge National Laboratory 
Temple University 
University of Tennessee 
Virginia Tech University 
University of Waterloo 
University of Wisconsin 
College of William and Mary 
Yale University 

10 universities
  6 national laboratories

Updated whitepaper
arXiv:1309.7647

Website
http://prospect.yale.edu/

Reactor Sites 
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ORNL 

INL 

Brookhaven National Laboratory 
Drexel University 
Illinois Institute of Technology 
Lawrence Livermore National 
Laboratory 
 
 
 
 
 
 
 
 
 
 

Le Moyne College 
National Institute of Standards and 
Technology 
Oak Ridge National Laboratory 
Temple University 
 
 
 
 
 
 
 
 
 
 

University of Tennessee 
University of Waterloo 
University of Wisconsin 
College of William and Mary 
Yale University 

9 Universities 
4 National Labs 
63 Members 

Whitepaper: 
arXiv:1309.7647 

Website: http://prospect.yale.edu/ 



BACKUPS 
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Pulse Shape Discrimination (PSD)  

§  A method of Particle Identification based on the 
scintillation decay times. 

§  Can retain good PSD performance with large cells. 
§  Use a figure of merit to quantify the PSD power. 
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PROSPECT: A Precision Reactor Oscillation and Spectrum Experiment DE-FOA-0001381

105

PROSPECT0.1 PROSPECT20 

arXiv: 1508.06575 
 



Double-Ended Readout 
§  Allows for uniform collection 
§  Enhances PSD separation 
§  Increases position resolution 

11/5/15 Karin Gilje 33 

Figure 6: Left: PSD versus energy distribution from the summed L and R PMT signals in response
to center-deployed 252Cf source deployment. PSD FOM values characterizing the level of neutron-
gamma separation can be calculated for individual vertical energy slices of this distribution. Right:
Position variation in PSD FOM for the individual PMTs and their summed combination.

5. Tests of Varied Cell Configurations

To study the detector’s performance in different configurations, three cell characteristics were var-
ied: reflector type (specular or diffuse), un-coupled versus coupled reflectors, and single- verses
double-ended PMT readout. These variations allowed for identification of an optimal reflector
and PMT configuration option, discussed in Section 6, when producing a cell configuration more
closely matching the design parameters of a PROSPECT scintillator cell.

5.1 Reflector Type

The total light collection efficiency and uniformity were measured for the various reflector types
described in Section 2 using a 207Bi source placed at multiple positions along the cell. With no
external reflectors, total light collection is reduced by 33% compared to the default configuration,
indicating that a majority of the collected light propagates via total internal reflection. When an
air gap is maintained between an external reflector and the cell (‘uncoupled’), light collection
efficiencies remain within 3% of the default configuration for both specular and diffuse reflectors.
This is in large part due to the large fraction of light that is propagates via TIR alone. As shown in
Figure 7, PE yield uniformity along the cell for both of these data sets is also maintained.

The diffuse reflector panels have degraded PSD performance compared to the specular reflec-
tors, even at the same light collection efficiency. For events with energies between 1.0 and 3.0 MeV,
the FOM is reduced from 1.37 in the default configuration to 1.16 when diffuse reflectors are used.
These tests demonstrate that for elongated cells, specular reflectors provide superior PSD compared
to diffuse panels, even when the light collection is comparable. This is likely due to the increased
randomization of photon trajectories during travel in the cell and the subsequent effective broaden-
ing and lengthening of the photon arrival time distribution. This effect is visible in Figure 7, which
shows noticeably larger mean late light fractions for both gamma- and neutron-like depositions.
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Figure of Merit of PSD Separation 
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Figure 4: PE spectra for PMT L (left) and PMT L+R (right) in response to 207Bi source deploy-
ments at a range of z-scan locations. Excellent uniformity in light collection along the cell is
maintained in an elongated EJ-309 cell when information from PMTs at both cell ends are utilized.

4.3 Position Reconstruction

By utilizing either relative timing or charge division between PMTs, two independent estimators
of interaction position in the test detector can be produced. This ability can be used to increase a
detector’s rejection power of various classes of backgrounds. It also allows the correction of any
residual light collection non-uniformities that are a function of longitudinal position.

Due to the extended geometry of the cell and the high sampling frequency of the digitizer, the
location of an interaction can be reconstructed using the difference in photon arrival times in the
two PMTs. The arrival time was determined by interpolating the time at which the PMT waveform
arrives at its half-height. Timing offsets due to variations in cable length and PMT transit times
are removed using the cell-midpoint (z = 0 cm) 207Bi deployment, which should exhibit identical
cell-end arrival times. The mean and width of the distribution of arrival times are extracted by
fitting a Gaussian to 207Bi calibration events with energies between 0.5 and 1 MeV at individual
z-deployments. To determine the position resolution, a collimated 207Bi source was deployed at the
cell center.2 A fitted Gaussian width of s = 0.6 ns was obtained, equivalent to a resolution of 5 cm.
Figure 5 shows the arrival time distributions from each source position, including the collimated
source. The relationship between PMT timing offsets and deployed z-location for each run are also
shown. A linear relationship between these two quantities is clearly visible in the data.

In addition to this timing reconstruction, a direct relationship also exists between PMT in-
tegrated charge and distance from PMT to particle interaction location. For double-ended PMT
readout, this relationship can be exploited by constructing the following metric utilizing informa-
tion from both PMTs [46, 28]:

Z(q) = log
qPMT 1

qPMT 2
. (4.1)

This metric depends on the PE statistics of the two PMT signals, and so depends on the total light
collection efficiency and the chosen energy range.

For each source-deployment position, the width of the distribution is found to be s = 0.065,
equivalent to 16 cm position resolution in the meter-long cell. For collimated data, this resolution

2The collimated source was difficult to reposition, so only the center position was measured.
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than the default configuration for a 207Bi center source deployment, with a total PE yield non-
uniformity of 26%. This configuration thus provides both worse absolute collection efficiency and
energy resolution than the default configuration, while also providing no method for position re-
construction or non-uniformity correction along the cell. Figure 8 shows that PSD performance is
also degraded when operating the detector in single-ended readout.

Figure 8: Left: The light collection efficiency for single- and double-ended readout of the test
detector when exposed to a 207Bi source at multiple positions along the cell. Right: A comparison
of the [1.0-3.0] MeV PSD performance from a centered 252Cf source in single- and double-ended
readout. We note that the PSD peaks in these curves are slightly shifted with respect to the PSD
distributions shown in Figure 7 due to replacement of an electronics cable and subsequent re-
optimizing of PSD FOM. This change had no net effect on PSD FOM for the default configuration.

5.4 Summary of Variations

Figure 9 shows the spread of PSD FOMs versus light collection (PE/MeV) for each setup discussed
in this work. While there is some correlation between light collection and PSD performance, it is
clearly necessary to optimize both parameters for a given geometry. Given the appropriate opti-
mization, elongated scintillator cell geometries are capable of delivering excellent energy resolution
and background rejection capabilities.

6. Optimized Test Cell Configuration and Results

Having determined the performance of relevant configurations for the test detector with easily-
adjustable external reflectors, we now turn to the design and characterization of an optimized
configuration that more closely mirrors the intended PROSPECT cell design. In particular, by
deploying cell-internal reflectors, the test detector can more faithfully represent the actual optical
and mechanical characteristics of the baseline PROSPECT cells in several key aspects:

• Internal reflectors imply a direct interface between reflector and scintillator. The PROSPECT
energy resolution physics requirement demands a low inactive mass fraction and close-
packed cells, necessitating direct contact of reflector panel and scintillator.

• The test detector only reproduces the baseline PROSPECT optical cell cross-section when
internal reflectors are installed. The presence of the 1 cm thick acrylic cell walls inside the
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Figure 5: Left: The time difference (in nanoseconds) between the two PMT signals for all triggers
between 0.5 and 1.0 MeV at various uncollimated 207Bi z-deployment positions, as well as one at
0 cm using a lead collimator. Right: The fitted Gaussian average and 1-s widths from each un-
collimated source deployment. The shaded band on the z = 0 cm point demonstrates the improved
width obtained when collimating the source.

is improved to 14.5 cm. The lower resolution for this method is due to the relatively efficient light
propagation achieved in the cell, which reduces the contrast between the L and R integrals as a
function of position.

4.4 Pulse Shape Discrimination Performance

As described in Section 3, gamma- and neutron-like energy depositions in the cell can be distin-
guished by determining the fractional contribution of a waveform’s long-time tail. For all external-
reflector configurations, an integration window from 10 ns before to 400 ns after the half-height of
the waveform’s leading edge was utilized, with the tail defined as all charge 28 ns after the leading
edge half-height. Figure 6 shows the summed PMT energy versus PMT-averaged PSD value for the
default configuration in response to a cell-midpoint (z = 0 cm) 252Cf deployment. Two bands are
clearly visible, with the lower band the result of electromagnetic interactions, and the upper band
the result of interactions of heavy charged particles. Peak and FWHM values used in calculating
figures of merit were obtained by fitting two Gaussians to the PSD distributions in Figure 6 for
specific energy ranges, as described in Section 3. Statistical uncertainties on these FOM values are
negligible, while fitting systematics from non-Gaussian tails produce ⇠5% variations in reported
FOM from run to run. As an example, from 1-3 MeV, an energy region associated with reactor
antineutrino inverse beta decay positrons, the PSD FOM for the default configuration is 1.37.

Using the position reconstruction discussed in Sec. 4.2, it is possible to isolate the interaction
locations of neutron events from a uniformly illuminating 252Cf source. The PSD FOM value from
each PMT can then be calculated as a function of interaction position, as pictured in Figure 6. The
PMT-averaged PSD FOM is clearly superior to either individual PMT. In addition, the FOM varies
with position for individual PMTs, while the averaged FOM is uniform over the cell’s length.
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Time Difference Dependence on Position 

Single-ended readout collection Double-ended readout collection 

PE/MeV stability with position PSD performance 

arXiv: 1508.06575 
 



Segment Response 
PROSPECT20 at Yale (EJ-309): 
§  Optimize light collection and PSD 
§  527 ± 10 photons/MeV 
§  PSD at (n,Li) capture peak has 

99.99% rejection of γ and 99% 
acceptance of neutron events 

§  Reached target light collection 
with realistic geometry 
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The test detector described here differs from current baseline PROSPECT cell design in a
variety of aspects. Items listed below give the differing design feature of PROSPECT versus the
test detector, in that order.

1. Cell length: 1.2 versus 1.0 meters.

2. Cell wall composition: mm-level thickness separators versus cm-thick acrylic cell walls.

3. Wall-PMT mating: direct mating versus gaps in reflective surfaces due to cell flanges.

4. PMT light guide shapes: parabolic versus cylindrical.

5. Scintillator choice: custom Li-doped scintillator versus un-doped EJ-309.

The test detector has also been designed to allow for variation of key cell components to
inform PROSPECT optical cell design choices: the studies described below include variation in
PMT deployments and in reflector types, locations, and coupling methods. The following sections
describe in further detail the test detector’s main components and implemented variations.

146.05
5.75

  

5.75
146.05 

A

A

Figure 1: Top: A labelled photograph of the test detector. The picture shows a test detector config-
uration featuring internal reflectors, which are described in further detail in Section 6. Bottom: A
schematic of the baseline PROSPECT design for a single optical cell.

2.1 Acrylic Cell

The main structural component of the test detector is the acrylic cell, which consists of a long rect-
angular 1 cm-thick UV-absorbing (UVA) acrylic barrel with a 2.5 cm thick square flange adhered
to either end. UVA end plates of 2.5 cm thickness are bolted to the flanges with a Viton o-ring
to seal the cell. The flanges provide access to the cell interior, which can be cleaned via an Al-
conox solution and rinsed before filling. This design also allows the insertion of internal reflectors,
described in Section 6. Acetel valves with Viton o-rings are located on each end plate corner for
filling and gas purging. With no interior components installed, the active volume is 15.2 x 15.2 x
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Figure 9: Distribution of the PSD performance versus light collection for events between 1.0 and
3.0 MeV in response to a center 252Cf source deployment for various setups described in this
section. The legend describes the different configuration options for each point. Error bars for PSD
FOM and PE yield are defined as given in the text. The spread in both quantities highlights the
importance of carefully optimizing cell design to both light collection and PSD.

exterior reflectors inflates the effective optical cell dimension to 17.2 cm, producing a large
amount of light loss due to the PMT-cell cross-section mis-matching. Internal reflectors
reduce this light loss while yielding a ⇠14.5 cm cell cross-section, chosen to match the total
12.5 cm PMT diameter plus 2 additional cm needed for the structural support of the PMTs
and target segmentation system.

• Internal reflectors can extend beneath the 2.5 cm flange on each cell end, unlike external
reflectors, reducing light loss from these un-covered regions, which are not present in the
baseline PROSPECT cell.

The studies in the previous section clearly indicate that PSD, PE collection, and uniformity
are optimized by utilizing specular reflectors and by exploiting TIR to the greatest extent possible.
For these reasons, we chose to produce internal reflectors utilizing ESR specular reflector with a
chemically inert, and scintillator compatible, FEP Teflon cover. Additionally, FEP has an index of
refraction (n⇡1.32) significantly different from the scintillator (n⇡1.56), maximizing TIR in the
absence of an air gap.

Four internal reflector panels were produced by laminating ESR specular reflector to one
side of four 3 mm thick acrylic panels with 45 deg-bevelled long edges whose length and width
matched that of the full cell interior. Oversized FEP sheets of 51 micron thickness were then
laminated around each panel and heat-bonded around the panel edges, producing a leak-tight FEP
casing around the central panel and ESR. With the cell emptied and end flanges removed, the four
individually-encased panels were then held together to produce a tube of square cross-section that
was then slid with minimal clearance into the cell. Panels were installed such that excess FEP
bond edging was tucked behind adjacent panels. Thinner UVT endplates of 1.2 cm thickness were
then attached to further reduce the total non-reflective length between the cell and each PMT. The
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Figure 7: Left: PSD distributions for uncoupled specular and diffuse reflector panels for events
with energies between 1.0 and 3.0 MeV. The diffuse panels produce broader neutron and gamma
bands, degrading the overall PSD performance; this trend is exacerbated when TIR is reduced via
reflector coupling. Right: Light collection from the 207Bi 0.85 MeV peak versus source position
for coupled and un-coupled reflector panels (details in text).

5.2 Coupled Versus Un-coupled Reflectors

To study the impact of total internal reflection on the optical performance of the test detector,
reflector panels were coupled with glycerin to two of the exterior surfaces on the opposite side of
the cell. By removing TIR from two sides, a significant amount of light is no longer propagated
via total internal reflection, and must instead rely on the character of the chosen reflector. PE yield
results of 207Bi z-scans for un-coupled and two-glycerin-coupled data sets are shown in Figure 7.
The coupling of the reflector panels leads to a 14% decrease in the total light collection, even for
the high reflectivity specular ESR panels. However, while the glycerin-coupled specular reflector
tests demonstrate uniformity in light collection along the cell within the 2% relative uncertainty,
the coupled diffuse reflector data show a large non-uniformity of 15%. While non-uniformity in
light collection may be compensated for using double-ended readout, there is also a degradation
in PSD performance, with 1.0-3.0 MeV FOM values of 1.27 and 0.97 for specular and diffuse
reflectors, respectively. Coupling of all four reflectors is likely to further reduce overall light yield
and increase non-uniformity for the specular and diffuse reflector cases, respectively.

The importance of total internal reflection from interfaces between reflector and scintillator
is thus clearly indicated by the data. The air gaps of the un-coupled reflector cases provide the
highest light collection and the best uniformity while PSD performance is optimized with air-
coupled specular reflectors. We also note that, apart from air gaps, total internal reflection is also
likely to be introduced by coating chosen reflector materials with materials exhibiting low refractive
indices, a feature that will be further discussed in Section 6.

5.3 Single- vs Double-ended Readout

Explicit tests were also done with single-ended readout of the otherwise default test detector con-
figuration to determine its suitability for elongated scintillator cell design. One PMT was removed
from the default configuration and replaced with a single sheet of air-coupled Solar Mirror 2020
specular reflector. As shown in Figure 8, maximum PE yield for this configuration was 35% lower
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Figure 6: Left: PSD versus energy distribution from the summed L and R PMT signals in response
to center-deployed 252Cf source deployment. PSD FOM values characterizing the level of neutron-
gamma separation can be calculated for individual vertical energy slices of this distribution. Right:
Position variation in PSD FOM for the individual PMTs and their summed combination.

5. Tests of Varied Cell Configurations

To study the detector’s performance in different configurations, three cell characteristics were var-
ied: reflector type (specular or diffuse), un-coupled versus coupled reflectors, and single- verses
double-ended PMT readout. These variations allowed for identification of an optimal reflector
and PMT configuration option, discussed in Section 6, when producing a cell configuration more
closely matching the design parameters of a PROSPECT scintillator cell.

5.1 Reflector Type

The total light collection efficiency and uniformity were measured for the various reflector types
described in Section 2 using a 207Bi source placed at multiple positions along the cell. With no
external reflectors, total light collection is reduced by 33% compared to the default configuration,
indicating that a majority of the collected light propagates via total internal reflection. When an
air gap is maintained between an external reflector and the cell (‘uncoupled’), light collection
efficiencies remain within 3% of the default configuration for both specular and diffuse reflectors.
This is in large part due to the large fraction of light that is propagates via TIR alone. As shown in
Figure 7, PE yield uniformity along the cell for both of these data sets is also maintained.

The diffuse reflector panels have degraded PSD performance compared to the specular reflec-
tors, even at the same light collection efficiency. For events with energies between 1.0 and 3.0 MeV,
the FOM is reduced from 1.37 in the default configuration to 1.16 when diffuse reflectors are used.
These tests demonstrate that for elongated cells, specular reflectors provide superior PSD compared
to diffuse panels, even when the light collection is comparable. This is likely due to the increased
randomization of photon trajectories during travel in the cell and the subsequent effective broaden-
ing and lengthening of the photon arrival time distribution. This effect is visible in Figure 7, which
shows noticeably larger mean late light fractions for both gamma- and neutron-like depositions.

– 13 –

Cf-252 

Cf-252 
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arXiv: 1508.06575 
 



PROSPECT exposure at HFIR 
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T.J. Langford - Yale University Date/Seminar

• Updated to include all P20 data and now P2C 

• Included the unplanned Rx outage in early July 

• Total exposure greater than 8 kg x years

5

Cumulative Exposure Time at HFIR

P2B 

P20 

P2C 



PROSPECT-2 at HFIR Back-up: PROSPECT-2 at HFIR 

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

Detector geometry: 1.7L cylinder 
Scintillator: Li-loaded EJ-309 
PMTs: 5” flat ET9823 
Shielding: poly, Pb, Bpoly 
Reflectors: diffuse Gore  
DAQ: CAEN 1720 (12bit) 
Purpose: background reduction method

22
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PROSPECT-20 at HFIR Back-up: PROSPECT-20 at HFIR 

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

Detector geometry: 23L 1-meter rectangle 
Scintillator: Li-loaded EJ-309 
PMTs: 5” flat ET9823 
Shielding: poly, Pb, Bpoly, water bricks 
Reflectors: 3M SolarMirror 
DAQ: CAEN 1720 (12bit) 
Purpose: Operate full PROSPECT segment

23
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PROSPECT-20 at Yale 

100cm

15.2cm

EJ-309

PMT

Optical coupler

Reflectors

Back-up: PROSPECT-20 at Yale

Danielle Norcini Yale UniversityDPF August 2015: 5 August 2015

Detector geometry: 23L 1-meter rectangle 
Scintillator: EJ-309 
PMT(s): 5” spherical Hamamatsu R6594 
Shielding: Pb 
Reflectors: variable 
DAQ: CAEN 1730 (14bit) 
Purpose: optimize optics of full segment

Optics optimization studies: 
• Reflector type 
• Reflector coupling 
• PMT read-out 
• Compare to simulation 

Soon to come: 
• Optical coupler geometries 
• Li-loaded EJ-309

24
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Calculating the Sensitivity 
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We calculate the χ2 for each pair of Δm2 
and sin22θ that we are interested in. 



Comparison to Other 
Experiments 
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SBL Reactor Context

• PROSPECT: designed to provide a precision measurement for  
BOTH key physics goals !

• Moveable segmented detectors give best mapping of oscillation space!

• Design enables higher energy resolution other efforts!

• PROSPECT has the experience, development, and infrastructure 
in place for the world’s pre-eminent SBL reactor effort.

43

Effort Dopant Good 
X-Res

Good 
E-Res

L Range 
(meters) Fuel Exposure, 

MW*ton
Move- 
able?

Running at 
intended 
reactor?

PROSPECT Li Yes Yes 6.5-20 HEU 185 Yes Yes
NuLat Li/B Yes Yes TBD TBD TBD Yes No
Nucifer Gd No Yes 7 HEU 56 No Yes

STEREO Gd Yes Yes 9-11 HEU 100 No Yes
SoLid Li Yes No 6-8 HEU 155 No Yes

DANSS Gd Yes No 9.7-12 LEU 2700 Yes Yes
Neutrino4 Gd Yes No 6-12 HEU 150 Yes Yes
Hanaro Li/Gd No Yes 20-ish LEU 30 No No

My (biased) overview of global efforts — Good : Not Good

US

EU

Russia

Asia

B. Littlejohn Fermilab Intesity Frontier Seminar 2015 



PROSPECT 

§  Goal 1: A precise 
measurement of the 
HFIR (High Flux 
Isotope Reactor) 
spectrum. 

§  Goal 2: Perform a 
sterile neutrino 
search with interest 
in Δm2 around 1.0 
eV2. 

11/5/15 Karin Gilje 41 

C
. Z

h
an

g 
et

 a
l.

 a
rX

iv
:1

30
3.

09
00

v3
 (

20
13

) 

PROSPECT Phase I baseline 
PROSPECT Phase II baseline 


