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Abstract

The production of D

⇤±, D

± and D

±
s

charmed mesons has been measured with the ATLAS
detector in pp collisions at

p
s = 7 TeV at the LHC, using data corresponding to an integ-

rated luminosity of 280 nb�1. The charmed mesons have been reconstructed in the range
of transverse momentum 3.5 < pT(D) < 100 GeV and pseudorapidity |⌘(D)| < 2.1. The
di↵erential cross sections as a function of transverse momentum and pseudorapidity were
measured for D

⇤± and D

± production. The next-to-leading-order QCD predictions are con-
sistent with the data in the visible kinematic region within the large theoretical uncertainties.
Using the visible D cross sections and an extrapolation to the full kinematic phase space, the
strangeness-suppression factor in charm fragmentation, the fraction of charged non-strange
D mesons produced in a vector state, and the total cross section of charm production atp

s = 7 TeV were derived.

c� 2015 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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Heavy quark production
Heavy quark production measurements provide important tests of QCD 
At LHC gluon-gluon fusion dominates and thus can help to constrain low-x 
gluon PDF 
Hadronisation hard to predict, need measurements 

Many things we do at LHC involve hadrons at some point (voluntarily or 
involuntarily) 

Long standing puzzles exists 
Often some measurements can be described, but others not 

For quarkonia two contributions are considered 
Colour singlet 
Colour octet 
Predicting both cross-section and polarisation in the same time is not easy 

With LHC samples, we can probe also double parton scattering using 
quarkonia pairs 
Heavy quark production plays also important role in heavy-ion physics 
I will concentrate on pp interactions 
Leave heavy-ion side (see talk by A. Mischke on Tuesday)
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Figure 4: Di↵erential cross sections for D

⇤± (top) and D

± (bottom) mesons as a function of pT for data (points)
compared to the NLO QCD calculations of FONLL, POWHEG+PYTHIA, POWHEG+HERWIG, MC@NLO and
GM-VFNS (histograms). The data points are drawn in the bin centres. The inner error bars show the statistical
uncertainties and the outer error bars show the statistical and systematic uncertainties added in quadrature. Un-
certainties linked with the luminosity measurement (3.5%) and branching fractions (1.5% and 2.1% for D

⇤± and
D

±, respectively) are not included in the shown systematic uncertainties. The bands show the estimated theoretical
uncertainty of the FONLL calculation.
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ATLAS joins in open charm x-section 
measurements in central region 
Done using D+, D*+ and Ds 
Compare to expectations 

Fragmentation based on experimental 
data 

Complementary y range to LHCb

Open charm production
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Figure 4: Di↵erential cross sections for D

⇤± (top) and D

± (bottom) mesons as a function of pT for data (points)
compared to the NLO QCD calculations of FONLL, POWHEG+PYTHIA, POWHEG+HERWIG, MC@NLO and
GM-VFNS (histograms). The data points are drawn in the bin centres. The inner error bars show the statistical
uncertainties and the outer error bars show the statistical and systematic uncertainties added in quadrature. Un-
certainties linked with the luminosity measurement (3.5%) and branching fractions (1.5% and 2.1% for D

⇤± and
D

±, respectively) are not included in the shown systematic uncertainties. The bands show the estimated theoretical
uncertainty of the FONLL calculation.
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Open charm production

ALICE measures open charm production at central rapidity 
Could go down to zero transverse momentum 
Useful measurement of correlation between open charm and charge 
particles 

Probes fragmentation of quarks into hadrons in some details

4

D-meson production in p–Pb and pp collisions ALICE Collaboration
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Figure 9: Left: pT-differential production cross section of prompt D0 mesons with |y| < 0.5 in the interval
0< pT < 16 GeV/c, in pp collisions at

√
s = 7 TeV. The data points in 0 < pT < 2 GeV/c are obtained from the

analysis described in this article, while the data points in 2 < pT < 16 GeV/c are taken from Ref [48]. The cross
section is compared to three pQCD calculations: FONLL [6], GM-VFNS [4] and a leading order (LO) calculation
based on kT-factorisation [8]. Right: ratio of the data to the three calculated cross sections.

where C, p0 and n are the free parameters. The result is:

⟨pT⟩promptD
0

pp,7TeV = 2.18±0.08(stat.) ±0.07(syst.) GeV/c . (7)

The systematic uncertainty has three contributions. The first accounts for the uncorrelated systematic
uncertainties on the pT-differential cross section and it was obtained by repeating the fit using the
uncorrelated systematic uncertainties as errors on the data points. The second contribution accounts
for the uncertainties that are correlated among the pT intervals and it was computed from the variation of
⟨pT⟩ observed when repeating the fit by moving all data points to the upper (lower) edge of the correlated
uncertainties. The third source of systematic uncertainty is due to the fit function and it was estimated
using different functions and using an alternative method, which is not based on fits to the spectrum, but
on direct calculations of ⟨pT⟩ from the data points with different assignments of the average transverse
momentum of D0 mesons in the intervals of the pT-differential measurement.

The production cross section of prompt D0 mesons per unit of rapidity at mid-rapidity was obtained by
integrating the pT-differential cross section shown in Fig. 9. The systematic uncertainty was defined by
propagating the yield extraction uncertainties as uncorrelated among pT intervals (quadratic sum) and all
the other uncertainties as correlated (linear sum). The resulting cross section is:

dσ promptD
0

pp,7TeV /dy= 518±43(stat.)+ 57
−102 (syst.)±18(lumi.)±7(BR) µb . (8)

This measurement is consistent within statistical uncertainties with the value obtained in the analysis
with decay-vertex reconstruction [48] (516± 41(stat.)+138−179 (syst.)± 18(lumi.)± 7(BR)), but it has a
total systematic uncertainty reduced by a factor of about two on the low side and almost three on the high
side, where the earlier measurement was affected by large uncertainties on the feed-down correction and
on the extrapolation to pT = 0 (a factor 1.25+0.29−0.09 [48]), respectively. For completeness, we also report
the inclusive cross section of D0 mesons, without feed-down subtraction, as obtained by integrating the
inclusive cross section shown in Fig. 8 (left):

dσ inclusiveD0pp,7TeV /dy= 522±45(stat.)±55(syst.)±18(lumi.)±7(BR) µb . (9)
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D-meson and charged-particle azimuthal correlations in pp and p–Pb collisions ALICE Collaboration
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Figure 1: Comparison of the azimuthal-correlation distributions of D mesons and charged particles obtained for
D0, D+ and D∗+ mesons for 5< pDT < 8 GeV/c, passocT > 1 GeV/c in pp collisions at

√
s= 7 TeV (left panel) and

for 8 < pDT < 16 GeV/c, passocT > 1 GeV/c in p–Pb collisions at √sNN = 5.02 TeV (right panel). The statistical
uncertainties are shown as error bars, the ∆ϕ-uncorrelated systematic uncertainties as boxes, while the part of
systematic uncertainty correlated in ∆ϕ is reported as text (scale uncertainty). The latter is largely uncorrelated
among the D-meson species.

5 Results

The azimuthal-correlation distributions of D0, D+, D∗+ mesons and charged particles with passocT >
1 GeV/c are compared in Figure 1 for 5 < pDT < 8 GeV/c in pp collisions (left panel) and for
8< pDT < 16 GeV/c in p–Pb collisions (right panel). The distributions obtained with the three D-meson
species are compatible within the quadratic sum (wi, i= D0, D+, D∗+) of the statistical uncertainty and
of the systematic uncertainties on the signal, background normalization, and on the background shape
(see Table 1), that are uncorrelated among the three meson species. The D0-, D+-, D∗+-meson data
are averaged using 1/w2i as weights. The averages of the distributions are shown, for all the considered
kinematic ranges, in Figure 2 for pp and p–Pb collisions. As expected, a rising trend of the height of
the near-side peak with increasing D-meson pT is observed for both collision systems, together with a
decrease of the baseline level with increasing pT of the associated particles.

Figure 3 shows the ∆ϕ distributions after the subtraction of the baseline, calculated as described in
Section 3.3. The distributions show a near-side peak and a wider and lower peak in the away-side region.
The results obtained for the two collision systems are compatible within uncertainties. According to
simulations of pp collisions performed with PYTHIA 6 (Perugia-0, -2010, and -2011 tunes), the different
centre-of-mass energy and the slightly different D-meson rapidity range of the two measurements should
induce variations in the baseline-subtracted azimuthal-correlation distributions smaller than 7% in the
near- and away-side regions. The same estimate is obtained with POWHEG+PYTHIA simulations
including the EPS09 parametrization of nuclear PDFs (see Section 2.2). Such differences are well below
the current level of uncertainties.

A further comparison of pp and p–Pb collision results has been done by quantifying the integrals
and the widths of the near-side correlation peaks by fitting the measured distributions as described
in Section 3.3. The fit results are reported only for the near-side peak parameters and the baseline
because of the poor statistical precision on the fit parameters of the away-side peaks. Figure 4 shows,
as an example, the fit to the azimuthal-correlation distributions of D mesons and charged particles with

11
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Open beauty production
B+ x-section at 13 TeV from CMS 
Reaches unprecedented pT range 
FONLL agrees in shape, total cross-section bit 
below data (but within uncertainties)

5

4 6 Systematic uncertainties
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Figure 2: Invariant mass distributions of the B+ ! J/yK+ candidates in the regions of 13 
pB

T < 17 GeV (left) and 0.4  |yB| < 0.6 (right). The solid curve shows the result of the fit.
The shaded area represents the signal component, while the dashed and dash-dotted curves
represent the combinatorial and mis-reconstructed B ! J/y + K + X background components,
respectively.

to the sum of three Gaussians and the combinatorial background model to a second order
polynomial, respectively. The systematic uncertainty associated with the modeling of the mass
distribution of mis-reconstructed B ! J/y + K + X events is evaluated by comparing the error
function to a Gaussian, and by shifting the error function by ±10 MeV in the mass dimension.
The rare decay B+ ! J/yp+, neglected in the default analysis, is included in the fit for the
purpose of evaluating a corresponding systematic uncertainty. Systematic uncertainties due to
the finite resolution of the reconstructed pB

T and yB are determined by examining the generator
information in the simulated samples. Half of the bin-to-bin migrated events are taken as the
corresponding uncertainty. The uncertainties associated to the pB

T and yB distributions used in
the generation of the simulated samples are evaluated with event-by-event weights determined
from the differences between the distributions generated by PYTHIA and given by the FONLL
calculations. The uncertainty on the B+ lifetime is also included as a systematic uncertainty.

The events are triggered by a displaced J/y plus track combination; the uncertainty associated
with the trigger criteria is evaluated by comparing the trigger efficiencies in data and in sim-
ulated samples, based on the events already triggered with a simpler inclusive J/y path. The
difference between the trigger efficiencies in data and in simulated samples is included as a
systematic uncertainty. The muon identification and reconstruction performances are also ex-
amined using a large sample of inclusive J/y ! µ+µ� events, in data and in simulated events.
The measured and simulated results are found to be consistent, and residual differences are
considered as a systematic uncertainty. Furthermore, the uncertainty due to the limited sample
size of simulated samples is also taken into account. A systematic uncertainty of 3.9% is taken
for the charged track reconstruction. The luminosity has been measured with an uncertainty
of 4.8%, while the uncertainty associated with the B+ ! J/yK+ ! µ+µ�K+ branching frac-
tion is 3.1%. The total uncertainties are evaluated as the sum in quadrature of the individual
uncertainties.
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Figure 3: Differential cross sections ds/dpB
T for |yB| < 2.4 (left) and ds/dyB for 10 < pB

T <
100 GeV (right), for B+ production in pp collisions at

p
s =13 TeV. See the text for details.

7 Results

The differential cross sections for B+ production as a function of pB
T for |yB| < 2.4, ds/dpB

T,
and as a function of |yB| (averaged for positive and negative rapidity) for 10 < pB

T < 100 GeV,
ds/dyB, are defined as

ds(pp ! B+X)

dpB
T

=
nsig(pB

T)

2 A · e(pB
T)B LDpB

T
,

ds(pp ! B+X)
dyB =

nsig(|yB|)
2 A · e(|yB|)B LDyB , (1)

where nsig(pB
T) and nsig(|yB|) are the fitted signal yields in the pB

T or |yB| bins, respectively; DpB
T

and DyB = 2D|yB| are the bin widths. The branching fraction B is the product of the individual
branching fractions B(B+ ! J/yK+) = (1.026± 0.031)⇥ 10�3 and B(J/y ! µ+µ�) = (5.961±
0.033)⇥ 10�2 [19]. The factor of two in the denominator reflects the choice to quote the cross
section for a single charge (taken to be the B+), while nsig includes both charge states. The
efficiency times acceptance, A · e(pB

T) and A · e(|yB|), is calculated for each bin, and accounts for
bin-to-bin migrations (up to a few percent) due to the resolution of the measured momentum
and rapidity.

The differential cross sections as a function of pB
T, integrated within |yB| < 2.4, and as a func-

tion of yB, integrated within 10 < pB
T < 100 GeV, are shown in Fig. 3 (left and right panels,

respectively), where they are compared to FONLL (shaded boxes) and PYTHIA (dashed lines)
calculations. The 7 TeV measurements are also displayed, for completeness. The bottom panels
display the data over FONLL cross section ratios; the PYTHIA/FONLL ratios are also shown,
as dashed lines.

8 Summary

In summary, the differential cross section for B+ production in pp collisions at
p

s =13 TeV has
been measured using the decay channel B+ ! J/yK+, with J/y ! µ+µ�, as a function of pB

T

CMS-PAS-BPH-15-004
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0.75. This region is excluded due to a steeply changing low trigger efficiency causing large systematic
uncertainties in the measured cross-section.

Figure 3 shows the fit results for one of the intervals considered in the analysis with the overall and
individual contributions superimposed on the data, and projected onto the invariant mass and pseudo-
proper decay time distributions for 7 TeV data. In Figure 4 the fit results are shown for one high-pT
interval of 8 TeV data.
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Figure 3: Projections of the fit result over the mass (left) and pseudo-proper decay time (right) distributions for
data collected at 7 TeV for one typical interval. The data are shown with error bars in black, superimposed with
the individual components of the fit result projections, where the total prompt and non-prompt components are
represented by the dashed and dotted lines, respectively, and the shaded areas show the signal ψ prompt and non-
prompt contributions.
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Figure 4: Projections of the fit result over the mass (left) and pseudo-proper decay time (right) distributions for
data collected at 8 TeV for one high-pT interval. The data are shown with error bars in black, superimposed with
the individual components of the fit result projections, where the total prompt and non-prompt components are
represented by the dashed and dotted lines, respectively, and the shaded areas show the signal ψ prompt and non-
prompt contributions.

12

Experimental issues in quarkonia production

6

0.75. This region is excluded due to a steeply changing low trigger efficiency causing large systematic
uncertainties in the measured cross-section.

Figure 3 shows the fit results for one of the intervals considered in the analysis with the overall and
individual contributions superimposed on the data, and projected onto the invariant mass and pseudo-
proper decay time distributions for 7 TeV data. In Figure 4 the fit results are shown for one high-pT
interval of 8 TeV data.
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Figure 3: Projections of the fit result over the mass (left) and pseudo-proper decay time (right) distributions for
data collected at 7 TeV for one typical interval. The data are shown with error bars in black, superimposed with
the individual components of the fit result projections, where the total prompt and non-prompt components are
represented by the dashed and dotted lines, respectively, and the shaded areas show the signal ψ prompt and non-
prompt contributions.

) [GeV]µµ(m
2.6 2.8 3 3.2 3.4 3.6 3.8 4

En
tri

es
 / 

10
 M

eV

0

0.2

0.4

0.6

0.8

1

1.2

1.4

310×

Data
Fit model
Prompt
Non Prompt

PψJ/
NPψJ/ P(2S)ψ NP(2S)ψ

ATLAS
-1=8 TeV, 11.4 fbs

 < 110.0 GeV
T
p60.0 < 

| < 0.25y    |

) [GeV]µµ(m
3.5 3.6 3.7 3.8 3.9

En
tri

es
 / 

10
 M

eV

0

50

100

150

) [ps]µµ(τ
4− 2− 0 2 4 6 8 10 12

En
tri

es
 / 

0.
05

 p
s

1

10

210

310

410
Data
Fit model
Prompt
Non Prompt

PψJ/
NPψJ/ P(2S)ψ NP(2S)ψ

ATLAS
-1=8 TeV, 11.4 fbs

 < 110.0 GeV
T
p60.0 < 

| < 0.25y    |

Figure 4: Projections of the fit result over the mass (left) and pseudo-proper decay time (right) distributions for
data collected at 8 TeV for one high-pT interval. The data are shown with error bars in black, superimposed with
the individual components of the fit result projections, where the total prompt and non-prompt components are
represented by the dashed and dotted lines, respectively, and the shaded areas show the signal ψ prompt and non-
prompt contributions.

12

Quarkonium measurement at
√
s= 8 TeV ALICE Collaboration
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Fig. 1: Dimuon invariant mass distributions in the region of charmonia (left) and bottomonia (right). Dashed lines
correspond to the background. Solid lines correspond to either the signal functions, or the sum of all signal and
background functions. In the charmonia region, the sum of two extended Crystal Ball functions is used for the
signal and a pseudo-Gaussian function is used for the background. In the bottomonia region, the sum of three
extended Crystal Ball functions is used for the signal and the sum of two exponential functions is used for the
background.

and ψ(2S) as well as among the three resonances of the ϒ family. For J/ψ this uncertainty increases
from less than 1% to 14% with increasing pT. It shows no significant variation with respect to y and
amounts to about 1%. Larger values are obtained for ψ(2S) due to the smaller S/B ratio. For instance,
the uncertainty reaches 18% in the y interval 2.5 < y< 2.75. In the ϒ sector, the systematic uncertainty
is about 3%, 6% and 10% for ϒ(1S), ϒ(2S) and ϒ(3S), respectively, with little variation as a function of
either pT or y.

Acceptance and efficiency corrections, Aε , are evaluated separately for each quarkonium state using MC
simulations. Each state is generated randomly using realistic pT and y probability distribution func-
tions [11,17]. It is decayed in two muons, properly accounting for the possible emission of an accompa-
nying radiative photon [19, 20]. The muons are then tracked in a model of the apparatus obtained with
GEANT 3.21 [21] which includes a realistic description of the detector performance during data taking
as well as its variation with time. The same procedure and analysis cuts as for data are then applied to
the MC simulations for track reconstruction and measurement of the quarkonium yields. All simulated
quarkonia are assumed to be unpolarized, consistently with existing measurements [22–25].

The systematic uncertainty on Aε has several contributions: (i) the parametrization of the input pT and
y distributions; (ii) the track reconstruction efficiency and the accuracy with which the detector perfor-
mance is reproduced in the MC simulations; (iii) the trigger efficiency and (iv) the matching between
tracks reconstructed in the MCH and tracks reconstructed in the MTR. These contributions have been
evaluated using the same procedures as in [17], for the first one by utilizing several alternative input pT
and y distributions, and for the other three by comparing data and MC at the single muon level and prop-
agating the resulting differences to the dimuon case. The resulting systematic uncertainty is the quadratic
sum of these contributions. It is partially correlated as a function of both pT and y. For all quarkonium
states, it amounts to about 8% on average, increases from 7% to 9% with increasing pT and shows no
visible dependence on y.

An additional correction is applied to the number of measured quarkonia, to account for the observation
that a fraction of the opposite-sign muon pairs of a given quarkonium state is sometimes misidentified
by the trigger system as a same-sign pair and thus missed. The magnitude of this effect could not be
properly reproduced in the MC simulations and is therefore not accounted for in the Aε corrections. For

5
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Charmonia production
ALICE/LHCb cover different rapidity 
region compared to ATLAS/CMS 
ALICE and LHCb agree on J/ψ cross-
section 
ALICE/LHCb measures down to low pT 
ATLAS/CMS high pT, significantly 
extended compared to previous 
measurements
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Quarkonium measurement at
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s= 8 TeV ALICE Collaboration
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Fig. 2: J/ψ (top) and ψ(2S) (bottom) differential cross sections as a function of pT (left) and y (right). J/ψ
results are compared to LHCb measurement at

√
s = 8 TeV [7]. Open symbols are the reflection of the positive-y

measurements with respect to y= 0. Vertical error bars are the statistical uncertainties. Boxes are the systematic
uncertainties. Branching ratio uncertainties are not included.

function of pT (left) and y (right) in pp collisions at
√
s= 8 TeV. In all the plots, the error bars represent

the statistical uncertainties and the boxes correspond to the systematic uncertainties. Branching ratio
uncertainties are not included. The J/ψ pT- and y-differential cross sections are compared to measure-
ments by LHCb at the same energy [7]. The quoted LHCb values correspond to the sum of the prompt
and b-meson decay contributions to the J/ψ production. For the comparison as a function of pT, the
provided double-differential (pT and y) values have been re-summed to match ALICE y coverage. A
reasonable agreement is observed between the two experiments. Although the ALICE measurements are
systematically above those of LHCb especially at low pT and small |y|, in both cases the differences do
not exceed 1.7σ . The ALICE measurement extends the pT reach of the J/ψ cross section from 14 GeV/c
to 20 GeV/c with respect to published results. The ψ(2S) cross sections constitute the first measurement
performed at this energy.

Figure 3 shows the inclusive differential production cross sections of ϒ(1S) as a function of pT (left)
and of the ϒ(1S), ϒ(2S) and ϒ(3S) as a function of y (right). Results are compared to measurements by
LHCb at the same energy [8]. For the comparison as a function of pT (resp. y), the double-differential
values provided by LHCb have been re-summed to match the y (resp. pT) range of ALICE. Moreover,
although the pT range measured by LHCb extends to values as large as 30 GeV/c, we only show these
measurements in the range 0< pT < 12 GeV/c, which is more relevant for the comparison to our result.
A reasonable agreement is observed between the two experiments. For ϒ(1S), ALICE measurements are
systematically lower than those from LHCb, however the differences do not exceed 1.2σ as a function
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Figure 1: Double-differential cross sections times branching ratios for the five mesons, as indi-
cated in the figure, in several rapidity ranges, assuming isotropic dimuon decays. The inner
error bars represent the statistical uncertainty while the total errors show the statistical and
systematic uncertainties. The uncertainty on the luminosity measurement is not included.
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Charmonia

Detailed information over wide phase-space region 
Cross-section reasonably agrees with prediction 
Polarisation measurements in such details will be important
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Figure 7: The differential prompt cross-section times dimuon branching fraction of J/ψ (left) and ψ(2S) (right) as
a function of pT(µµ) for each slice of rapidity. The top (bottom) row shows the 7 TeV (8 TeV) results. For each
increasing rapidity slice, an additional scaling factor of 10 is applied to the plotted points for visual clarity. The
centre of each bin on the horizontal axis represents the mean of the weighted pT distribution. The horizontal error
bars represent the range of pT for the bin, and the vertical error bar covers the statistical and systematic uncertainty
(with the same multiplicative scaling applied). The NLO NRQCD theory predictions are also shown.
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Bottomium
Typically Υ(1S), Υ(2S) and Υ(3S) 
measured in single analysis 
Similar to charmonia, detailed data exists 
over large fraction of phase space 
Going from 7 TeV to 8 TeV data do not 
fully agree with prediction
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Figure 1: Double-differential cross sections times branching ratios for the five mesons, as indi-
cated in the figure, in several rapidity ranges, assuming isotropic dimuon decays. The inner
error bars represent the statistical uncertainty while the total errors show the statistical and
systematic uncertainties. The uncertainty on the luminosity measurement is not included.
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Figure 2: Double di↵erential cross-sections
d2

dp
T

dy
�⌥!µ+µ�

for (top) ⌥(1S), (middle) ⌥(2S) and

(bottom) ⌥(3S) at (left)
p
s = 7TeV and (right)

p
s = 8TeV. The error bars indicate the sum

in quadrature of the statistical and systematic uncertainties. The rapidity ranges 2.0 < y < 2.5,
2.5 < y < 3.0, 3.0 < y < 3.5, 3.5 < y < 4.0 and 4.0 < y < 4.5 are shown with red filled circles,
blue open squares, cyan downward triangles, magenta upward triangles and green diamonds,
respectively. Some data points are displaced from the bin centres to improve visibility.
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Table 11: The ratio of production cross-sections for ⌥ mesons at
p
s = 8 to that at

p
s = 7TeV

in the full kinematic range p
T

< 30GeV/c (left) and reduced range p
T

< 15GeV/c (right)
for 2.0 < y < 4.5. The first uncertainties are statistical and the second systematic.

p
T

< 30GeV/c p
T

< 15GeV/c

⌥(1S) 1.307± 0.002± 0.025 1.304± 0.002± 0.024
⌥(2S) 1.319± 0.005± 0.025 1.315± 0.005± 0.024
⌥(3S) 1.258± 0.007± 0.024 1.254± 0.007± 0.023
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Figure 5: Ratios of the di↵erential cross-sections (left) d

dpT
�⌥!µ+µ�

and (right) d

dy

�⌥!µ+µ�

at
p
s = 8 and 7TeV for (red solid circles) ⌥(1S), (blue open squares) ⌥(2S) and (green solid

diamonds) ⌥(3S). On the left hand plot, the results of the fit with a linear function are shown with
straight thin red solid, blue dotted and green dashed lines. In the same plot, the next-to-leading
order NRQCD theory predictions [11] are shown as a thick line. On the right hand plot, the curved
red solid, blue dotted and greed dashed lines show the CO model predictions [62, 63] with
the normalisation fixed from the fits in Fig. 4 for ⌥(1S), ⌥(2S) and ⌥(3S) mesons, respectively.
Some data points are displaced from the bin centres to improve visibility.

as a function of p
T

for di↵erent rapidity bins. The same ratios as a function of p
T

integrated over rapidity, and as a function of y integrated over p
T

, are shown in Fig. 7.
The ratios R

i,j

show little dependence on rapidity and increase as a function of p
T

,
in agreement with previous observations by LHCb [22, 23], ATLAS [25] and CMS [26]
at

p
s = 7TeV. The ratios of integrated cross-sections R

i,j

at
p
s = 7 and 8TeV are

reported in Table 16, for the full and the reduced p
T

kinematic regions. All ratios R
i,j

agree with previous LHCb measurements. The ratio R
2,1

agrees with the estimates of
0.27 from Refs. [63,65], while R

3,1

significantly exceeds the expected value of 0.04 [63,65]
but agrees with the range 0.14� 0.22, expected for the hypothesis of a large admixture of
a hybrid quarkonium state in the ⌥(3S) meson state [65].
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Associated production
In 1982 production of J/ψJ/ψ was seen for the first time 
Production of two pairs of heavy quarks is useful tool to study double 
parton scattering 

These can be produced also in single parton scattering with gluon splitting 
to second pair 

CMS observes Υ(1S) pair production for the first time 
LHCb for the first time observes bottomia produced with open charm 
hadron

10

3

the interval [8.5, 11] GeV and a vertex fit probability greater than 0.5%, as determined by a
Kalman filter algorithm [30].

The offline reconstruction of UU candidates begins with the search of four muons with total
zero electric charge. Out of the four muons, each U candidate is reconstructed by performing a
kinematic fit to the oppositely charged muon pair, which must have a vertex fit c2 probability
larger than 0.5%. To avoid contributions from displaced muons and pileup events, all four
muons are also required to be compatible with having a common vertex with a vertex fit c2

probablity larger than 5%. All four muons have to be identified as reconstructed tracks with
at least five measurements in the silicon tracker, and at least one in pixel detector. The track of
muon candidates are required to match at least one muon segment identified by a station in the
muon detector. Loose cuts are applied on the longitudinal and transverse impact parameter of
muons in order to reject cosmic rays and in-flight decays. In order to perform the measurement
in a kinematic region where single muon acceptance is uniform, following requirements have
been imposed:

• pT(µ) > 3.5 GeV and |h(µ)| < 2.4
• |y(U)| < 2.0 and pT(U) < 50 GeV

About 4% of the selected events contain multiple UU candidates which are discarded from the
analysis. Other sources of muons that can contribute to the background are Drell-Yan pro-
duction and weak b,c-quark decays as they pass trigger and selection requirements. The con-
tribution from non-prompt production is negligible, since there is no known standard model
long-lived particle that decays to a U meson.
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Figure 1: Lego plot of M(1)
µµ vs M(2)

µµ .

To extract the signal yield of U(1S)U(1S) and U(1S)U(2S), a two-dimensional (2D) unbinned
maximum likelihood fit to the invariant mass of reconstructed µ+µ� combinations is used. Two
kinematic variables are employed to discriminate the UU signal from the background: (i) the
µ+µ� invariant mass of the higher mass U candidate, M(1)

µµ , (ii) the µ+µ� invariant mass of the
lower mass U candidate, M(2)

µµ . This choice of variables helps resolve the ambiguity in which
dimuon pair the U(2S) candidate appears. There is no visible signal for U(3S). Hence, it is not
considered further in this study. Figure 1 shows the two dimensional lego plot of M(1)

µµ vs M(2)
µµ
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Figure 1: Invariant mass distributions for selected combination of ⌥ mesons and C hadrons:
a)⌥D0, b)⌥D+, c)⌥D+

s

and d)⌥⇤+

c

.

- Three ⌥C signal components: each is modelled by a product of the individual signal
⌥ components, S

⌥(1S)

(mµ+µ�), S
⌥(2S)

(mµ+µ�) or S
⌥(3S)

(mµ+µ�), and signal C hadron
component, SC(mC).

- Three components describing the production of single ⌥ mesons together with
combinatorial background for the C signal: each component is modelled by a product
of the signal ⌥ component, S

⌥

(mµ+µ�) and the background component BC(mC).

- Single production of C hadrons together with combinatorial background for the ⌥ com-
ponent: this is modelled by a product of the signal C component, SC(mC), and
the background component Bµ+µ�(mµ+µ�).

- Combinatorial background: this is modelled by a product of the individual back-
ground components Bµ+µ�(mµ+µ�) and BC(mC).
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Pentaquark states
Last summer LHCb observed two 
pentaquark states in Λb→J/ψpK decays 
Original analysis used amplitude fit 

Sensitive, but depends on assumptions 
on resonances shapes 

Can do model independent test in the 
same decay

12

Introduction and summary

The prospect of hadrons with more than the minimal quark content (qq or qqq) was
proposed by Gell-Mann in 1964 [1] and Zweig [2], followed by a quantitative model for two
quarks plus two antiquarks developed by Ja↵e in 1976 [3]. The idea was expanded upon [4]
to include baryons composed of four quarks plus one antiquark; the name pentaquark was
coined by Lipkin [5]. Past claimed observations of pentaquark states have been shown to
be spurious [6], although there is at least one viable tetraquark candidate, the Z(4430)+

observed in B

0 !  

0
K

�
⇡

+ decays [7–9], implying that the existence of pentaquark baryon
states would not be surprising. States that decay into charmonium may have particularly
distinctive signatures [10].

Large yields of ⇤0
b

! J/ K

�
p decays are available at LHCb and have been used for

the precise measurement of the ⇤0
b

lifetime [11]. (In this Letter mention of a particular
mode implies use of its charge conjugate as well.) This decay can proceed by the diagram
shown in Fig. 1(a), and is expected to be dominated by ⇤⇤ ! K

�
p resonances, as are

evident in our data shown in Fig. 2(a). It could also have exotic contributions, as indicated
by the diagram in Fig. 1(b), that could result in resonant structures in the J/ p mass
spectrum shown in Fig. 2(b).

Figure 1: Feynman diagrams for (a) ⇤0
b

! J/ ⇤

⇤ and (b) ⇤0
b

! P

+
c

K

� decay.
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! J/ K

�
p decays.

The solid (red) curve is the expectation from phase space. The background has been subtracted.
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Figure 5: Invariant mass squared of K�
p versus J/ p for candidates within ±15 MeV of the ⇤0

b

mass.

describing the decay dynamics. Here ✓
A

and �
B

are the polar and azimuthal angles of B
in the rest frame of A (✓

A

is known as the “helicity angle” of A). The three arguments of
Wigner’s D-matrix are Euler angles describing the rotation of the initial coordinate system
with the z-axis along the helicity axis of A to the coordinate system with the z-axis along
the helicity axis of B [12]. We choose the convention in which the third Euler angle is
zero. In Eq. (1), dJA

�A,�B��C (✓A) is the Wigner small-d matrix. If A has a non-negligible
natural width, the invariant mass distribution of the B and C daughters is described by
the complex function R

A

(m
BC

) discussed below, otherwise R

A

(m
BC

) = 1.
Using Clebsch-Gordan coe�cients, we express the helicity couplings in terms of LS

couplings (B
L,S

), where L is the orbital angular momentum in the decay, and S is the
total spin of A plus B:

HA!BC

�B ,�C
=

X

L

X

S

q
2L+1
2JA+1BL,S

✓
J

B

J

C

S

�

B

��
C

�

B

� �

C

◆
⇥

✓
L S J

A

0 �

B

� �

C

�

B

� �

C

◆
,

(2)
where the expressions in parentheses are the standard Wigner 3j-symbols. For strong decays,
possible L values are constrained by the conservation of parity (P ): P

A

= P

B

P

C

(�1)L.
Denoting J/ as  , the matrix element for the ⇤0

b

! J/ ⇤

⇤ decay sequence is

M⇤

⇤

�⇤0
b
,�p,��µ ⌘

X

n

X

�⇤⇤

X

� 

H⇤

0
b!⇤

⇤
n 

�⇤⇤ ,� 
D

1
2
�⇤0

b
,�⇤⇤�� (0, ✓⇤0

b
, 0)⇤

H⇤

⇤
n!Kp

�p, 0
D

J⇤⇤
n

�⇤⇤ ,�p
(�

K

, ✓

⇤

⇤
, 0)⇤R

⇤

⇤
n
(m

Kp

)D 1
� ,��µ

(�
µ

, ✓

 

, 0)⇤, (3)

where the x-axis, in the coordinates describing the ⇤0
b

decay, is chosen to fix �
⇤

⇤ = 0. The
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Figure 8: Background-subtracted and e�ciency-corrected distribution of the cosine of the ⇤⇤

helicity angle versus mKp for the data.

amplitude model with only the Pc(4380)+ and Pc(4450)+ resonances are shown in Figs. 9
and 10, respectively. Parameters of the models, without and with the P+

c states, were
determined by fitting the amplitude models to the data as described in Ref. [3].

The Legendre moments of cos ✓⇤⇤ distributions (hPU
l ik) in various bins of mKp are

compared between these two simulated pseudo-samples in Fig. 11. The l  l
max

(mKp) filter,
used in forming a numerical representation of the hypothesis that only K�p contributions
are present (H

0

), is also illustrated in Fig. 11: moments in the shaded regions (l >
l
max

(mKp)) are neglected. The pentaquark resonances can induce significant values of the
moments in these regions, as illustrated with the example amplitude model containing
only P+

c states. The P+

c states also contribute significantly to the unshaded l  l
max

(mKp)
regions, thus feeding into the numerical representation of the H

0

hypothesis, and decreasing
the sensitivity of the model-independent approach to exotic hadron contributions. This
is especially true for wide resonances, which contribute very little to high moments, as
illustrated for the Pc(4380)+ state in Fig. 12. The example amplitude model with only ⇤⇤

resonances contributes to the unshaded regions only, as expected.
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Pentaquark states
Expand angular distribution in m(pK) bins in Legendre polynomials 
pK resonances will contribute to limited number of terms (up to 2×spin) 
On contrary pentaquark will be peaking in angular distribution and thus 
will contribute to much higher moments 
Remove terms above selected Jmax 

Dump pentaquark contribution 
Build model with pentaquark contribution suppressed
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amplitude model with only the Pc(4380)+ and Pc(4450)+ resonances are shown in Figs. 9
and 10, respectively. Parameters of the models, without and with the P+

c states, were
determined by fitting the amplitude models to the data as described in Ref. [3].

The Legendre moments of cos ✓⇤⇤ distributions (hPU
l ik) in various bins of mKp are

compared between these two simulated pseudo-samples in Fig. 11. The l  l
max

(mKp) filter,
used in forming a numerical representation of the hypothesis that only K�p contributions
are present (H

0

), is also illustrated in Fig. 11: moments in the shaded regions (l >
l
max

(mKp)) are neglected. The pentaquark resonances can induce significant values of the
moments in these regions, as illustrated with the example amplitude model containing
only P+

c states. The P+

c states also contribute significantly to the unshaded l  l
max

(mKp)
regions, thus feeding into the numerical representation of the H

0

hypothesis, and decreasing
the sensitivity of the model-independent approach to exotic hadron contributions. This
is especially true for wide resonances, which contribute very little to high moments, as
illustrated for the Pc(4380)+ state in Fig. 12. The example amplitude model with only ⇤⇤

resonances contributes to the unshaded regions only, as expected.
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Figure 1: Excitations of the ⇤ baryon. States predicted in Ref. [7] are shown as short horizontal
bars (black) and experimentally well-established ⇤⇤ states are shown as green boxes covering the
mass ranges from M

0

� �
0

to M
0

+ �
0

. The mKp mass range probed in ⇤0

b ! J/ pK� decays is
shown by long horizontal lines (blue). The l

max

(mKp) filter is shown as a stepped line (red). All
contributions from ⇤⇤ states with JP values to the left of the red line are accepted by the filter.
The filter works well also for the excitations of the ⌃ baryon [7, 11] (not shown).

lation between neighboring mKp bins of

F(cos ✓⇤⇤ |H
0

,mKp
k) =

l
max

(mKp
k
)X

l=0

hPN
l ikPl(cos ✓⇤⇤),

where k is the bin index. Here the Legendre moments hPN
l ik are normalized by the yield

in the corresponding mKp bin, since the overall normalization of F(cos ✓⇤⇤ |H
0

,mKp) to the
data is already contained in the F(mKp|H0

) definition. The data are used to determine

hPU
l ik =

n
cand

kX

i=1

(wi/✏i)Pl(cos ✓
i
⇤⇤).
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Pentaquark states

Model independent analysis confirms 
pentaquark contributions 
Can quantify significance using pseudo-
likelihood (>9σ)
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ratio test:

�(�2 lnL) =

nsig

cand

+nside

candX

i=1

wi ln
F(mJ/ p

i|H
0

)/IH
0

F(mJ/ p
i|H

1

)/IH
1

,

with normalizations IH
0,1 determined via Monte Carlo integration. Note that the explicit

event-by-event e�ciency factor cancels in the likelihood ratio, but enters the likelihood
normalizations. In order for the test to have optimal sensitivity, the value l

large

should
be set such that the statistically significant features of the data are properly described.
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Figure 4: E�ciency-corrected and background-subtracted mJ/ p distribution of the data (black
points with error bars), with F(mJ/ p|H0

) (solid blue line) and F(mJ/ p|H1

) (dashed black line)
superimposed.

Beyond that the power of the test deteriorates. The limit l
large

! 1 would result in a
perfect description of the data, but a weak test since then the test statistic would pick
up the fluctuations in the data. For the same reason it is also important to choose l

large

independently of the actual data. Here l
large

= 31 is taken, one unit larger than the
value used in the model-independent analysis of B0 !  (2S)⇡+K� [13], as baryons have
half-integer spins. The result for F(mJ/ p|H1

) is shown in Fig. 4, where it is seen that
l
large

= 31 is su�cient. To make F(mJ/ p|H0,1) continuous, quadratic splines are used to
interpolate between nearby mJ/ p bins.

The numerical representations of H
0

and of H
1

contain a large number of parameters,
requiring extensive statistical simulations to determine the distribution of the test variable
for the H

0

hypothesis: Ft(�(�2 lnL)|H
0

). A large number of pseudoexperiments are
generated with nsig

cand

and nside

cand

equal to those obtained in the data. The signal events,
contributing a fraction (1 � �) to the signal region sample, are generated according to
the F(mKp, cos ✓⇤⇤ |H

0

) function with parameters determined from the data. They are
then shaped according to the ✏(mKp, cos ✓⇤⇤ ,⌦a) function, with the ⌦a angles generated
uniformly in phase space. The latter is an approximation, whose possible impact is
discussed later. Background events in sideband and signal regions are generated according
to the 6D background parameterization previously developed in the amplitude analysis
of the same data (Ref. [3] supplement). The pseudoexperiments are subject to the same
analysis procedure as the data. The distribution of values of �(�2 lnL) over more than
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Figure 5: Distributions of �(�2 lnL) in the model-independent pseudoexperiments corresponding
to H

0

(red falling hatched) compared to the distributions for pseudoexperiments generated from
various amplitude models and, in the inset, to the bifurcated Gaussian fit function (solid line)
and the value obtained for the data (vertical bar).

Figure 4 indicates that the rejection of the H
0

hypothesis has to do with a narrow peak
in the data near 4450 MeV. Determination of any P+

c parameters is not possible without
a model-dependent analysis, because P+

c states feed into the numerical representation of
H

0

in an intractable manner.
The H

0

testing is repeated using mJ/ K instead of mJ/ p. The mJ/ K distribution, with
F(mJ/ K |H0

) and F(mJ/ K |H1

) superimposed, is shown in Fig. 6. The �(�2 lnL) test
gives a 5.3 � rejection of H

0

, which is lower than the rejection obtained using mJ/ p, thus
providing model-independent evidence that non-⇤⇤ contributions are more likely of the
P+

c ! J/ p type. Further, in the model-dependent amplitude analysis [3], it was seen that
the Pc states reflected into the mJ/ K distribution in the region in which F(mJ/ K |H0

)
disagrees with the data.

In summary, it has been demonstrated at more than 9 standard deviations that
the ⇤0

b ! J/ pK� decays cannot all be attributed to K�p resonant or nonresonant
contributions. The analysis requires only minimal assumptions on the mass and spin of the

8
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Study Cabibbo suppressed Λb→J/ψpπ decays 
Statistics about factor 10 lower 
Possible J/ψπ states in addition to pπ and J/ψp 
Fit with two pentaquark and Zc(4200) about 
3.1σ better than fit without exotic contributions 
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pentaquark states 

Consistent with Λb→J/ψpK decays

15

 [GeV]πpψ/Jm
5.5 5.6 5.7

E
v
en

ts
 /

 (
 5

 M
eV

 )

0

100

200

300

400

500
LHCb

Data

Fit

Signal
-

pKψJ/→0
bΛ

Background

Figure 1: Invariant mass spectrum for the selected Λ0
b → J/ψpπ− candidates.

from conventional nucleon excitations (denoted as N∗) produced via ∆I = 0 in the Λ0
b44

decays are expected to dominate over ∆ excitations which require ∆I = 1, where I is45

isospin. The decay matrix elements for the two interfering decay chains, Λ0
b → J/ψN∗,46

N∗ → pπ− and Λ0
b → P+

c π
−, P+

c → J/ψ p with J/ψ → µ+µ− in both cases, are identical47

to those used in the Λ0
b → J/ψ pK− analysis [4], with the K− replaced by the π−, as48

well as the Λ∗ by the N∗. The additional decay chain, Λ0
b → Z−

c p, Z
−
c → J/ψπ−, is49

also included and discussed in detail in the supplemental material. Helicity couplings,50

describing dynamics of the decays, are expressed in terms of LS couplings which is a51

convenient way to implement parity conservation in strong decays and allows for reduction52

of the number of free parameters by excluding high L values (L is decay angular orbital53

momentum, and S is the sum of spins of the decay products) for phase-space suppressed54

decays.55

Table 1 lists the N∗ resonances considered to construct the amplitude model of pπ−
56

contributions. There are 15 well established N∗ resonances (three- or four-star rating [10]).57

The high-mass and high-spin states (9/2 and 11/2) are not included, since they require58

L ≥ 3 in the Λ0
b decays and therefore are unlikely to be produced near the upper kinematic59

limit of the mpπ. Theoretical models of baryon resonances predict a much larger number60

of higher mass states [15], possibly because of experimental difficulties in identifying61

broad resonances and insufficient statistics at high masses in scattering experiments. The62

possibility of high-mass low-spin N∗ states is explored by including two very significant, but63

unconfirmed, resonances claimed by the BESIII collaboration in ψ(2S) → pp̄π0 decays [16]:64

1/2+ N(2300) and 5/2− N(2570). A non-resonant JP = 1/2− pπ− S-wave component65

is also included. Two models, labeled as “reduced” (RM) and “extended” (EM), are66

considered and differ by the number of resonances and of LS couplings included in the fit67

as listed in Table 1. The reduced model, used for the nominal fit fraction results, includes68

only the resonances and L couplings that give significant contributions. The systematic69
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the fit, the possible Zc(4430)− contribution [13, 21, 22] has only 0.6 σ significance. The128

uncertainty due to relative tracking efficiency to model the acceptance is negligible, and129

cancels out in the relative branching fraction measurements.130
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FIG. 1: (a) The mass distribution of J/ψφK+; the solid line
is a fit to the data with a Gaussian signal function and flat
background function. (b) The B+ sideband-subtracted mass
distribution of K+K− without the φ mass window require-
ment. The solid curve is a P -wave relativistic Breit-Wigner
fit to the data.

to other hadrons [19]. In addition, we require a mini-
mum Lxy(B+) for the B+ → J/ψφK+ candidate, where
Lxy(B+) is the projection onto p⃗T (B+) of the vector con-
necting the primary vertex to the B+ decay vertex. The
primary vertex is determined for each event using prompt
tracks.

The Lxy(B+) and LLR requirements for B+ →
J/ψφK+ are then chosen to maximize S/

√
S + B , where

S is the number of B+ → J/ψφK+ signal events and
B is the number of background events in the J/ψφK+

mass range of 5.0 to 5.6 GeV/c2 in the data. The val-
ues of S and B are determined from an unbinned log-
likelihood fit to the mass spectrum of J/ψφK+, for a
given set of values of Lxy(B+) and LLR. A Gaussian
function is used to represent the B+ → J/ψφK+ signal,
where the mean value of the Gaussian is fixed to the B+

world-average mass value [17]. The B+ mass resolution
is fixed to the value 5.9 MeV/c2 obtained from Monte
Carlo (MC) simulation [20]. A linear function is used to
model the background in the fit. The requirements ob-
tained by maximizing S/

√
S + B are Lxy(B+) > 500 µm

and LLR > 0.2. In order to study the efficiency of
the Lxy(B+) and LLR selections, we also reconstruct
B+ → J/ψK+ and B0

s → J/ψφ as control channels. We
select approximately 50 000 B+ → J/ψK+ and 3000
B0

s → J/ψφ events by applying similar requirements
as for the J/ψφK+ channel but without the Lxy(B+)
and LLR requirements. The efficiency for PID with the
LLR > 0.2 requirement is approximately 80% per kaon
and is reasonably flat as a function of kaon pT ; the ef-
ficiency for Lxy(B+) > 500 µm is approximately 60%,
based on the B+ → J/ψK+ control sample.

The invariant mass of J/ψφK+ after the Lxy(B+) and
LLR requirements and J/ψ and φ mass window require-
ments is shown in Fig. 1(a). A fit with a Gaussian signal
function and a flat background function to the mass spec-
trum of J/ψφK+ returns a B+ signal of 75 ± 10(stat)
events. We select B+ signal candidates with a mass
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FIG. 2: (a) The Dalitz plot of m2(φK+) versus m2(J/ψφ)
in the B+ mass window. The boundary shows the kine-
matic allowed region. (b) The mass difference, ∆M , between
µ+µ−K+K− and µ+µ−, in the B+ mass window. The dash-
dotted curve is the background contribution and the red solid
curve is the total unbinned fit.

within 3σ (17.7 MeV/c2) of the nominal B+ mass; the
purity of the B+ signal in that mass window is approxi-
mately 80%.

The combinatorial background under the B+ peak
includes B hadron decays such as B0

s → ψ(2S)φ →
J/ψπ+π−φ, in which the pions are misidentified as kaons.
However, background events with misidentified kaons
cannot yield a Gaussian peak at the B+ mass consistent
with the 5.9 MeV/c2mass resolution. The kinematics are
such that for the hypothesis B+ → J/ψK+K−K+, only
events with real kaons can produce the observed Gaus-
sian signal. Thus, with the B+ mass window selection
the sample consists of real B+ → J/ψK+K−K+ decays
over a small combinatorial background.

Figure 1(b) shows the invariant mass distribution of
K+K− pairs from µ+µ−K+K−K+ candidates within
±3σ of the nominal B+ mass. The spectrum shown in
this figure has had the sidebands subtracted, but the φ
mass window selection has not been applied. By fitting
the K+K− mass spectrum to a P -wave relativistic Breit-
Wigner (BW) function [21] convoluted with a Gaussian
resolution function with the rms fixed to 1.3 MeV/c2 ob-
tained from simulation, we obtain a mass of 1019.6± 0.3
MeV/c2 and a width of 3.84 ± 0.65 MeV/c2with χ2

probability of 28%, consistent with the world-average
values for the φ meson [17]. The good fit indicates
that after the ±7 MeV/c2 selection on the φ mass win-
dow, the B+ → J/ψK+K−K+ final state is well de-
scribed as J/ψφK+, with negligible contributions from
J/ψf0(980)K+ or J/ψK+K−K+ phase space.

We examine the effects of detector acceptance and se-
lection requirements using B+ → J/ψφK+ MC events
simulated by phase space distributions. The MC events
are smoothly distributed in the Dalitz plot and in the
J/ψφ mass spectrum. Figure 2(a) shows the Dalitz plot
of m2(φK+) versus m2(J/ψφ), and Fig. 2(b) shows the
mass difference, ∆M = m(µ+µ−K+K−) − m(µ+µ−),
for events in the B+ mass window in our data sample.
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are measured to be 4143.4+2.9
−3.0(stat) ± 0.6(syst) MeV/c2 and 15.3+10.4

−6.1 (stat) ± 2.5(syst) MeV/c2, respectively. The
relative branching fraction between B+ → Y (4140)K+, Y (4140) → J/ψφ and B+ → J/ψφK+ including systemat-
ics, BFrel, is 0.149 ± 0.039(stat) ± 0.024(syst). We also find a hint of a possible second structure with a mass of
4274.4+8.4

−6.7(stat) MeV/c2, a width of 32.3+21.9
−15.3(stat) MeV/c2 and a yield of 22 ± 8. The significance of the second

possible structure is estimated to be approximately 3.1σ.
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Figure 3: The number of B+ ! J/yfK+ candidates as a function of Dm = m(µ+µ�K+K�)�
m(µ+µ�). The solid curve is the global unbinned maximum-likelihood fit of the data, and the
dotted curve is the background contribution assuming three-body PS. The band is the ±1s un-
certainty range for the background obtained from the global fit. The dashed and dash-dotted
curves are background curves obtained from two different event-mixing procedures, as de-
scribed in the text, and normalized to the number of three-body PS background events. The
short dashed curve is the 1D fit to the data.

The J/y and f vector meson decays are simulated using their known angular distributions ac-
cording to the VLL and VSS model in EVTGEN, while we assume there is no polarization for the
two vectors. The PS MC simulation is reweighted assuming either transverse or longitudinal
J/y and f polarization. The effect of either polarization is found to be negligible. The measured
efficiency is fairly uniform, varying by less than 25% over the entire allowed three-body PS. As-
suming a uniform PS distribution, the efficiency for each Dm bin is taken to be the average of
the efficiencies over the full kinematically allowed m(fK+) range. To estimate the systematic
uncertainty in the efficiency caused by its dependence on the unknown quantum numbers of
the structures, and hence on their unknown decay angular distributions, the efficiency is evalu-
ated under the assumption of both a cos2 q and sin2 q dependence, where q is the helicity angle,
defined as the angle in the J/yf rest frame between the direction of the boost from the labora-
tory frame and the J/y direction. Since the efficiency tends to be lower towards the edge of the
Dalitz plot, the cos2 q dependence gives a lower average efficiency than the default efficiency,
while the sin2 q dependence gives a slightly higher average efficiency. This variation (10%) is
taken as the systematic uncertainty in the efficiency from our lack of knowledge of the quantum
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FIG. 2: (color online) Invariant mass distribution of J/ψφ candidates in the mass window around (left) B0
s and (right) X(4140),

for events with (a,b) −0.025 < Lxy < 0 cm, (c,d) 0 < Lxy < 0.025 cm and (e,f) Lxy > 0.025 cm. The arrows indicate the
structures seen by CDF [2], CMS [4], and Belle [10]. The signal and background models are described in the text.

TABLE I: Summary of event yields in three Lxy regions and their sum for B0
s and X(4140). For Regions 1 and 2 the mass

of X(4140) is assumed to be 4152.5 MeV and the width is taken to be 16.3 MeV. Also shown are the deduced yields for the
non-prompt and prompt production of X(4140). The uncertainties are statistical.

Parent − 0.025 < Lxy < 0 cm 0 < Lxy < 0.025 cm Lxy > 0.025 cm Sum
B0

s 191 ± 143 804± 169 3166 ± 81 4161± 236
X(4140) 511 ± 120 837± 135 616± 170 1964± 248

X(4140) non-prompt 37± 26 156 ± 54 616± 170 809± 175
X(4140) prompt 474 ± 123 681± 149 ≡ 0 1155± 193
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FIG. 6: (color online) Invariant mass distributions of B+ →
J/ψφK+ candidates in two selected intervals of M(J/ψφ).
Superimposed are the fits of a Gaussian signal (solid blue
lines) with a second-order Chebyshev polynomial background
(dashed red lines), with the signal and background shape pa-
rameters constrained to the results of the fit in Fig. 1, and
allowing for the signal yield to vary.

onant component, ∆χ2 = 14.7 for 3 degrees of free-
dom, is 3.1 standard deviations. The fitted mass of
this state is 4159.0 ± 4.3 (stat) MeV and the width is
19.9 ± 12.6 (stat) MeV. We identify this structure with
X(4140) and we find that the quasi-two body decay
B+ → X(4140)K+ constitutes (21 ± 8 (stat))% of the
B+ → J/ψφK+ decay rate. The data also support the
presence of a structure around 4300 MeV, however they
do not allow a stable fit with an unconstrained width.
When a second resonance is allowed by setting the nat-
ural width to 30 MeV, consistent with the CDF data,
the fit as shown in Fig. 7(c) returns 47± 20 events at an
invariant mass of 4328.5± 12.0 MeV.

The X(4140) mass and width measurements and the
relative branching fraction are subject to systematic un-
certainties associated with the precision of the B+ mass
measurement, with the J/ψφmass resolution in the vicin-
ity of X(4140), and with the variation of the reconstruc-
tion efficiency with M(J/ψφ). To estimate these uncer-
tainties, we perform alternative fits applying more re-
strictive event selection criteria, using a different bin size,
and fitting the net mass distribution of J/ψφ pairs com-
ing from B+ decay obtained by subtracting the prop-
erly normalized background from the sideband region.
In addition, we consider the following variations of the
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FIG. 7: (color online) The B+ → J/ψφK+ signal yield per
30 MeV resulting from fits in 17 M(J/ψφ) bins defined in
the text, corrected for acceptance. Note that the second and
third bins have widths of 15 MeV, and the points are nor-
malized to the counts per 30 MeV as the rest of the bins.
(a) Fit allowing for no J/ψφ resonance and assuming a three-
body phase-space (PHSP) [1]; (b) allowing for a Breit-Wigner
X(4140) signal with an unconstrained mass and width and
with a resolution of 4 MeV; (c) allowing for two Breit-Wigner
resonances where the natural width of the second is set to
30 MeV. The resonance contributions, the three-body phase-
space contribution, and the total fit are also shown.

B+ mass fits in M(J/ψφ) intervals: We vary the B+

mean mass by its uncertainty of ±3 MeV, vary the B+

mass resolution by its uncertainty of ±1 MeV, vary back-
ground parameters within their uncertainties and use a
third-order Chebyshev polynomial in the fit to the back-
ground.

In the nominal fits of the signal yield as a func-
tion of M(J/ψφ), we use the J/ψφ mass resolution
of 4 MeV as obtained in simulations. For decay pro-

1000 1100 1200 1300 1400

C
an

di
da

te
s 

/ 4
 M

eV

0

2

4

6

8

10

(a)

+ Kφψ J/→+B
LHCb

) [MeV]ψ)-M(J/φψM(J/
1000 1100 1200 1300 1400

C
an

di
da

te
s 

/ 4
 M

eV

0

2

4

6

8

10

(b)

 

Confusing experimental situation concerning 
X→J/yf states 

Tetra- and Penta-quarks in LHCb, T. Skwarnicki Meson 2016 26

B→J/yfK
CDF 2008

CDF 2011
(unpublished)

CMS 2013

D0 2013

Belle 2009 (unpublished)

LHCb 2011

BaBar 2014

~3.1s

3.8s

~5.0s

5s

3.1s

1.9s

1.4s

1.6s

D0 2015

D0 2015

D0 2015

pp→J/yf…

4.7s

5.7s

• Some experiments saw narrow X(4140) [i.e. Y(4140)], some didn’t.
• Possibly 2nd J/yf structure in B decays, X(4274), but seen at inconsistent mass. No published 

claim of its significance. 
• Possibly X(4351) state seen in gg collisions

Belle 2009

gg→J/yf

X(4351) ?

X(4140) ?

X(4274) ?

(refs in the tables 
in backup slides)

CDF 2008

CDF 2010

CMS 2013

D0 2015

D0 2013

Belle 2009

LHCb 2011
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X(4140)→J/ψφ state
LHCb performs amplitude analysis of 
B+→J/ψφK decays 
Selection removes events when two 
KK combinations are consistent with φ 
Modelling becomes tricky as there is 
little information on K*→φK 
resonances
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Figure 1: Distribution of mK+K− near the φ peak region before the φ candidate selection.
Non-B+ backgrounds have been subtracted using sPlot weights [34] obtained from the fit to the
mJ/ψK+K−K+ distribution. The default φ selection window is indicated with vertical red lines.
The fit (solid blue line) of Breit–Wigner φ signal shape plus 2-body phase-space function (dashed
red line), smeared with the Gaussian mass resolution, is superimposed.
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Figure 2: Mass of B+ → J/ψφK+ candidates in the data (black points with error bars) together
with the results of the fit (blue line) with a double-sided Crystal Ball shape for the B+ signal on
top of a quadratic function for the background (red dashed line). The fit is used to determine the
background fraction under the peak in the mass range used in the amplitude analysis (indicated
with vertical solid red lines). The sidebands used for the background parameterization are
indicated with vertical dashed blue lines.

6

6 Background-subtracted and efficiency-corrected292

distributions293

The background-subtracted and efficiency-corrected Dalitz plots are shown in Figs. 8-10294

and the mass projections are shown in Figs. 11-13. The latter include an illustration that295

the effects of efficiency corrections are rather minor. The background is eliminated by296

subtracting the scaled B+ sideband distributions. The efficiency corrections are achieved297

by weighting events according to the inverse of the parameterized 6D efficiency given by298

Eq. (22). Units of the efficiency-corrected signal yield remain similar to the signal candidate299

count, because we normalize the efficiency to average to one over the phase-space.300
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Figure 8: Background-subtracted and efficiency-corrected distribution of data in the Dalitz plane
of (mφK

2,mJ/ψφ
2). Density of displayed points is proportional to signal yield in each bin (40×40

bins are used).

While the mφK distribution (Fig. 11) does not contain any obvious resonance peaks, it301

would be premature to conclude that there are none since all K∗+ resonances expected in302

this mass range belong to higher excitations, and therefore should be broad. In fact the303

narrowest known K∗+ resonances in this mass range has a width of approximately 150304

MeV [36]. Scattering experiments sensitive to K∗ → φK decays also showed a smooth mass305

distribution, which revealed some resonant activity only after partial-wave analysis [42–44].306

Therefore, studies of angular distributions in correlation with mφK are necessary, using307

full 6D correlations results in the best sensitivity.308
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X(4140)→J/ψφ state

Fit with φK resonances only could not describe data 
Adding more φK resonances does not improve description

18
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Figure 2: Masses of kaon excitations obtained in the default amplitude fit to the LHCb data,
shown as red points with statistical (thicker bars) and total (thinner bars) errors, compared
to the predictions by Godfrey–Isgur [36] (black solid dashes) for the most likely spectroscopic
interpretations labeled with n2S+1LJ (see the text). Experimentally established states are also
shown with narrower solid blue boxes extending to ±1σ in mass and labeled with their PDG
names [29]. Unconfirmed states are shown with dashed green boxes. The long horizontal red
lines indicate the φK mass range probed in B+ → J/ψφK+ decays. Decays of the 23P0 state
(JP = 0+) to φK+ are forbidden.

contributions, are included among the systematic variations of the fit amplitude. More128

detailed discussion of our results for kaon excitations can be found in Ref. [27].129

A near threshold J/ψφ structure in our data is the most significant (8.4σ) exotic130

contribution to our model. We determine its quantum numbers to be JPC = 1++ at 5.7σ131

significance from the change in −2 lnL relative to other JP assignments [37] including132

systematic variations discussed previously. When fitted as a resonance its mass, 4146.5 ±133

5

over Monte Carlo events passed through the detector simulation, which implements 6D67

efficiency corrections without need of parameterization. We use B+ mass sidebands to68

obtain a 6D parameterization of the background PDF [27].69
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Figure 1: Distribution of mJ/ψφ for the data and the fit with a model containing only K∗+ → φK+

contributions.

Past experiments on K∗ states decaying to φK [33–35] had limited precision and70

provided evidence for only a few of the states expected from the quark model in the71

1513-2182 MeV range probed in our data. We have used the predictions of the relativistic72

potential model by Godfrey–Isgur [36] (black solid dashes in Fig. 2) as a guide to the73

quantum numbers of the K∗+ states to be included in the amplitude model. The masses74

and widths of all states are left free, thus our fits do not depend on details of the predictions,75

nor on previous measurements which are somewhat inconsistent with each other. We also76

include a constant nonresonant amplitude with JP = 1+ since such φK+ contributions77

can be produced and decayed in S-wave. Allowing the magnitude of the nonresonant78

amplitude to vary with mφK does not improve fit qualities. While it is possible to describe79

the mφK and mJ/ψK distributions well with K∗ contributions alone, the fit projections80

onto mJ/ψφ do not provide an acceptable description of the data. An illustration is shown81

in Fig. 1, in which we show a fit with the following composition: a nonresonant term plus82

candidates for two 2P1, two 1D2, and one of each of 13F3, 13D1, 33S1, 31S0, 23P2, 13F2,83

13D3 and 13F4 states, labeled here with their intrinsic quantum numbers n2S+1LJ (n -84

radial quantum number, S - total spin of the valence quarks, L - orbital angular momentum85

3
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X(4140)→J/ψφ state

Need 4 exotic contributions to 
describe data 
X(4140) possibly DsDs* cusp 
Some disagreement in parameters 
compared to previous experiments 

Possibly due to missing interference 
effects in 1D fits
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Figure 3: Distributions of (top left) φK+, (top right) J/ψK+ and (bottom) J/ψφ invariant
masses for the B+ → J/ψφK+ data (black data points) compared to results of the default
amplitude fit containing K∗+ → φK+ and X → J/ψφ contributions. The total fit is given by
the red points with error bars. Individual fit components are also shown.
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Table 2: Results for significances, masses, widths and fit fractions (F.F.) of the components
included in the default amplitude model. The first (second) errors given are statistical (systematic).
Possible interpretations in terms of kaon excitation levels are given for the resonant φK+ fit
components. Comparisons with the previously experimentally observed kaon excitations [29] and
X → J/ψφ structures are also given.

Contri- sign. Fit results

bution or Ref. M0 MeV Γ0 MeV F.F. %

all K(1+) 8.0σ 42± 8 + 5
− 9

NRφK 16±13 +35
− 6

K(1+) 21P1 7.6σ 1793±59 +153
−101 365±157 +138

−215 12±10 +17
− 6

K1(1650) [29] 1650±50 150± 50

K
′

(1+) 23P1 1.9σ 1968±65 + 70
−172 396±170 +174

−178 23±20 +31
−29

all K(2−) 5.6σ 11± 3 + 2
− 5

K(2−) 11D2 5.0σ 1777±35 +122
− 77 217±116 +221

−154

K2(1770) [29] 1773± 8 188± 14

K
′

(2−) 13D2 3.0σ 1853±27 + 18
− 35 167± 58 + 82

− 72

K2(1820) [29] 1816±13 276± 35

K∗(1−) 13D1 8.5σ 1722±20 + 33
−109 354± 75 +140

−181 6.7±1.9 +3.2
−3.9

K∗(1680) [29] 1717±27 322±110

K∗(2+) 23P2 5.4σ 2073±94 +245
−240 678±311 +1153

− 559 2.9±0.8 +1.7
−0.7

K∗
2(1980) [29] 1973±26 373± 69

K(0−) 31S0 3.5σ 1874±43 + 59
−115 168± 90 +280

−104 2.6±1.1 +2.3
−1.8

K(1830) [29] ∼ 1830 ∼ 250

All X(1+) 16±3 + 6
− 2

X(4140) 8.4σ 4146.5±4.5 +4.6
−2.8 83±21 +21

−14 13±3.2 +4.7
−2.0

ave. Table 1 4146.9±2.3 17.8±6.8

X(4274) 6.0σ 4273.3±8.3 +17.2
− 3.6 56±11 + 8

−11 7.1±2.5 +3.5
−2.4

CDF [25] 4274.4 +8.4
−6.7 ± 1.9 32 +22

−15 ± 8

CMS [22] 4313.8±5.3±7.3 38 +30
−15 ± 16

All X(0+) 28± 5 + 7
− 7

NRJ/ψφ 6.4σ 46±11 +11
−21

X(4500) 6.1σ 4506±11 +12
−15 92±21 +21

−20 6.6±2.4 +3.5
−2.3

X(4700) 5.6σ 4704±10 +14
−24 120±31 +42

−33 12± 5 + 9
− 5

4.5 +4.6
−2.8 MeV, is in excellent agreement with previous measurements for the X(4140) state,134

however the width, 83 ± 21 +21
−14 MeV, is substantially larger. The upper limit which we135

previously set for production of a narrow (Γ = 15.3 MeV) X(4140) state based on a small136

subset of our present data [20] does not apply to such a broad resonance, thus the present137

6

over Monte Carlo events passed through the detector simulation, which implements 6D67

efficiency corrections without need of parameterization. We use B+ mass sidebands to68

obtain a 6D parameterization of the background PDF [27].69
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Figure 1: Distribution of mJ/ψφ for the data and the fit with a model containing only K∗+ → φK+

contributions.

Past experiments on K∗ states decaying to φK [33–35] had limited precision and70

provided evidence for only a few of the states expected from the quark model in the71

1513-2182 MeV range probed in our data. We have used the predictions of the relativistic72

potential model by Godfrey–Isgur [36] (black solid dashes in Fig. 2) as a guide to the73

quantum numbers of the K∗+ states to be included in the amplitude model. The masses74

and widths of all states are left free, thus our fits do not depend on details of the predictions,75

nor on previous measurements which are somewhat inconsistent with each other. We also76

include a constant nonresonant amplitude with JP = 1+ since such φK+ contributions77

can be produced and decayed in S-wave. Allowing the magnitude of the nonresonant78

amplitude to vary with mφK does not improve fit qualities. While it is possible to describe79

the mφK and mJ/ψK distributions well with K∗ contributions alone, the fit projections80

onto mJ/ψφ do not provide an acceptable description of the data. An illustration is shown81

in Fig. 1, in which we show a fit with the following composition: a nonresonant term plus82

candidates for two 2P1, two 1D2, and one of each of 13F3, 13D1, 33S1, 31S0, 23P2, 13F2,83

13D3 and 13F4 states, labeled here with their intrinsic quantum numbers n2S+1LJ (n -84

radial quantum number, S - total spin of the valence quarks, L - orbital angular momentum85

3
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Table 3: Results for significances, masses, widths and fit fractions of the components included in
the default amplitude model. The first (second) errors given are statistical (systematic). Possible
interpretations in terms of kaon excitation levels are given, with notation n2S+1LJ , together
with the masses predicted in the Godfrey-Isgur model [45]. Comparisons with the previously
experimentally observed K∗ states [36] are also given. Errors on fL and f⊥ are statistical only.
Comparisons with the previously experimentally observed kaon excitations [36] and X → J/ψφ
structures are also given.

Contri- sign. Fit results
bution or Ref. M0 MeV Γ0 MeV F.F. % fL f⊥

all K(1+) 8.0σ 42± 8 + 5
− 9

NRφK 16±13 +35
− 6 0.52 ± 0.29 0.21 ± 0.16

K(1+) 7.6σ 1793±59 +153
−101 365±157 +138

−215 12±10 +17
− 6 0.24 ± 0.21 0.37 ± 0.17

21P1 [45] 1900
K1(1650) [36] 1650±50 150± 50

K
′

(1+) 1.9σ 1968±65 + 70
−172 396±170 +174

−178 23±20 +31
−29 0.04 ± 0.08 0.49 ± 0.10

23P1 [45] 1930
all K(2−) 5.6σ 11± 3 + 2

− 5

K(2−) 5.0σ 1777±35 +122
− 77 217±116 +221

−154 0.64 ± 0.11 0.13 ± 0.13
11D2 [45] 1780

K2(1770) [36] 1773± 8 188± 14
K

′

(2−) 3.0σ 1853±27 + 18
− 35 167± 58 + 83

− 72 0.53 ± 0.14 0.04 ± 0.08
13D2 [45] 1810

K2(1820) [36] 1816±13 276± 35
K∗(1−) 8.5σ 1722±20 + 33

−109 354± 75 +140
−181 6.7±1.9 +3.2

−3.9 0.82 ± 0.04 0.03 ± 0.03
13D1 [45] 1780

K∗(1680) [36] 1717±27 322±110
K∗(2+) 5.4σ 2073±94 +245

−240 678±311 +1153
− 559 2.9±0.8 +1.7

−0.7 0.15 ± 0.06 0.79 ± 0.08
23P2 [45] 1940

K∗
2(1980) [36] 1973±26 373± 69

K(0−) 3.5σ 1874±43 + 59
−115 168± 90 +280

−104 2.6±1.1 +2.3
−1.8 1.0

31S0 [45] 2020
K(1830) [36] ∼ 1830 ∼ 250

All X(1+) 16±3 + 6
− 2

X(4140) 8.4σ 4146.5±4.5 +4.6
−2.8 83±21 +21

−14 13±3.2 +4.8
−2.0

ave. Table 1 4146.9±2.3 17.8±6.8
X(4274) 6.0σ 4273.3±8.3 +17.2

− 3.6 56±11 +8
−11 7.1±2.5 +3.5

−2.4

CDF [27] 4274.4 +8.4
−6.7 ± 1.9 32 +22

−15 ± 8
CMS [24] 4313.8±5.3±7.3 38 +30

−15 ± 16
All X(0+) 28± 5 +7

−7

NRJ/ψφ 6.4σ 46±11 +11
−21

X(4500) 6.1σ 4506±11 +12
−15 92±21 +21

−20 6.6±2.4 +3.5
−2.3

X(4700) 5.6σ 4704±10 +14
−24 120±31 +42

−33 12± 5 + 9
− 5
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Conclusions
Lot of detailed data on heavy flavour hadrons production 
High precision should help models development to settle open questions 
Clear evidence for associated/pair production of heavy quark pairs 

Hopefully it will help to pinpoint extent of double parton scattering 
Pentaquark states confirmed in  

model independent study 
decays of Λb→J/ψpπ  

Amplitude analysis of B+→J/ψφK decays reveals rich “exotic” structure 
Interpretation of these is rather unclear at this moment

20

Chiara Zampolli: HF production at ALICE 
Vincenzo Canale: HF production at ATLAS 
Bazar Bartosik: HF production at CMS 
Max Neuner: HF production at LHCb 
Roberta Cardinale: Spectroscopy at LHCb 
Paulo Iengo: Spectroscopy at ATLAS 
Alexis Pompili: Spectroscopy at CMS 
Antonello Polosa: Spectroscopy interpretation
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DsJ spectroscopy
Open charm spectroscopy has unanswered 
questions 
Not all expected states observed 
Some DsJ states below DK threshold 
Studies both in prompt production and B 
decays 
Prompt production has higher statistics, but 
more difficult background 
B decays provide better handle on JP

22
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Figure 2: Distribution of �m(D0⇡0) invariant mass. The full (red) line describes the fitting
function. The dashed line shows the background contribution and the dotted vertical lines define
the D⇤0 signal region.

To suppress the large combinatorial background, a set of additional criteria is applied.
We define ✓ as the angle between the momentum direction of the kaon in the D⇤K rest
frame and the momentum direction of the D⇤K system in the laboratory frame. Whereas
the signal events are expected to be symmetrically distributed in the variable cos ✓, after
correcting for e�ciency, more than 90% of the combinatorial background is found in
the negative cos ✓ region. The cos ✓ requirements are optimized using the D⇤

s1(2700)
+

signal, an established resonance. We fit the D⇤K mass spectra (using the model described
below) with di↵erent cos ✓ selections and obtain the yields for D⇤

s1(2700)
+ signal (NS)

and background events (NB) in the D⇤
s1(2700)

+ signal region (defined in the window
|m(D⇤K) � m(D⇤

s1(2700)
+)| < �(D⇤

s1(2700)
+)/2). We compute the signal significance

S = NS/
p
NS +NB and signal purity P = NS/(NS +NB) and find that the requirements

cos ✓ > 0 (for D⇤+K0
S , D

0! K�⇡+), cos ✓ > �0.15 (for D⇤+K0
S , D

0! K�⇡+⇡+⇡�) and
cos ✓ > �0.1 (for D⇤0K+) each provide a good compromise between significance and purity
in the respective channel. With the same method it is also found that it is optimal to
require pT > 4000 MeV for all three final states. Simulations show that the mass resolution
is much smaller than the natural widths of the resonances.

The analysis of the D⇤K system, with D⇤ ! D⇡, is a three-body decay and therefore
allows a spin analysis of the produced resonances and a separation of the di↵erent spin-
parity components. We define the helicity angle ✓H as the angle between the K0

S and the
⇡+ from the D⇤+ decay, in the rest frame of the D⇤+K0

S system. Simulated events are used
to determine the e�ciency as a function of cos ✓H, which is found to be uniform only for
the D⇤+K0

S candidates formed from the downstream K0
S sample. Therefore, for studying
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+, D⇤

sJ(2860)
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and DsJ(3040)+ contributions. The insets display the D⇤+K0
S and D⇤0K+ mass spectra after

subtracting the fitted background.

signal and a weak signal due to the D⇤
s1(2700)

+ resonance are observed. Due to the
di�culty of controlling the systematic uncertainties related to the determination of the
relative e�ciencies of the D⇤+K0

S and D+K0
S final states, we normalize the two mass

spectra using the Ds1(2536)+ signal which is observed as a peak in the D⇤+K0
S and as

cross-feed in the D+K0
S final states.

The D⇤
s2(2573)

+ resonance is a well known NP JP = 2+ state. To enhance the signal to
background ratio, we plot in Fig. 7 the D⇤K mass spectra for the NP sample of the three
final states. All three distributions show a strong Ds1(2536)+ signal and an enhancement
at the D⇤

s2(2573)
+ mass.

The D+K0
S mass spectrum and the three D⇤K mass spectra are fitted using the

background function
B(m) = P (m)e�m+�m2

, (12)

where P (m) is given in Eq. (5) and � and � are free parameters. The Ds1(2536)+ cross-
feed into D+K0

S is modelled using the sum of two Gaussian functions with the same
mean, and the D⇤

s2(2573)
+ resonance is modelled as a relativistic BW function convolved

with a Gaussian function describing the experimental resolution (� = 3.5 MeV). Since
the intrinsic width of the Ds1(2536)+ state in the D⇤K spectra is much smaller than
the experimental resolution, the Ds1(2536)+ is modelled using the sum of two Gaussian
functions with the same mean. We obtain m(Ds1(2536)+) = 2535.00 ± 0.01 MeV, in
good agreement with the PDG average. The D⇤

s2(2573)
+ resonance is modelled as a

relativistic BW function convolved with the experimental resolution (� = 2.5 MeV for
D⇤

s2(2573)
+! D⇤+K0

S , D
0! K�⇡+) taking the mass value as a free parameter and with

the full width constrained to the value obtained from the fit to the D+K0
S mass spectrum
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DsJ spectroscopy
First observation of DsJ(2573) →D+KS 
In decays to D* can use angular 
distributions to probe spin-parity 

Separate natural spin-parity (0+,1-, 2+, 
…) from unnatural spin-parity (0-,1+, 
2-, …) 

Measured
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+ contribution.

(� = 17.5± 0.4 MeV).
Table 3 summarizes the fit results. We note the large statistical significance of the

Table 3: Results from the fits to the D+K0
S and D⇤+K0

S mass spectra for the evaluation of the
D⇤

s2(2573)
+ ! D⇤+K0

S relative branching fraction.

Final state Mass (MeV) � (MeV) Yield Significance
D⇤

s2(2573)
+! D+K0

S 2566.9 ± 0.1 17.5 ± 0.4 (2.55 ± 0.38)⇥104

D⇤
s2(2573)

+! D⇤+K0
S 2568.0 ± 1.0 17.5 (fixed) (2.04 ± 0.26)⇥103 6.9 �

D0! K�⇡+, NP
D⇤

s2(2573)
+! D⇤+K0

S 2572.0 ± 1.3 17.5 (fixed) (5.0 ± 1.0)⇥102 4.6 �
D0! K�⇡+⇡+⇡�, NP
D⇤

s2(2573)
+! D⇤0K+ 2567.3 ± 4.7 17.5 (fixed) (1.1 ± 0.7)⇥102 1.2 �

Ds1(2536)+! D⇤+K0
S 2535.00 ± 0.01 (3.59 ± 0.15)⇥104

D0! K�⇡+, Total

12

are measured to be

m(D⇤
s1(2700)

+) = 2732.3± 4.3 (stat)± 5.8 (syst) MeV,

�(D⇤
s1(2700)

+) = 136± 19 (stat)± 24 (syst) MeV,

and

m(D⇤
sJ(2860)

+) = 2867.1± 4.3 (stat)± 1.9 (syst) MeV,

�(D⇤
sJ(2860)

+) = 50± 11 (stat)± 13 (syst) MeV.

Study of the angular distributions supports natural parity assignments for both res-
onances, although the presence of an additional unnatural parity contribution in the
2860 MeV mass range cannot be excluded. The data are not sensitive to the presence of
an additional D⇤

s1(2860)
+ resonance.

The D⇤
s2(2573)

+ decay to D⇤+K0
S is also observed for the first time, at a significance of
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Figure 9: Distributions of the measured signal yields for (a) D⇤
s1(2700)

+, (b) D⇤
sJ (2860)

+ and (c)
DsJ(3040)+ as a function of the helicity angle cos ✓H. The distributions are fitted with NP (a,b)
and UP (c) functions.
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6.9 �, with a branching fraction relative to the D+K0
S decay mode of

B(D⇤
s2(2573)

+ ! D⇤+K0
S )

B(D⇤
s2(2573)

+ ! D+K0
S )

= 0.044± 0.005 (stat)± 0.011 (syst). (19)

This measurement is in agreement with expectations from recent calculations of the charm
and charm-strange mesons spectra [21] which predict a value of 0.058 for this ratio. A spin-
parity analysis of the decay D⇤

s2(2573)
+ ! D⇤+K0

S supports the natural parity assignment.
The data also show weak evidence for further structure in the region around 3040 MeV
consistent with contributions from unnatural parity states.
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X(4140)→J/ψφ state

24

over Monte Carlo events passed through the detector simulation, which implements 6D67

efficiency corrections without need of parameterization. We use B+ mass sidebands to68

obtain a 6D parameterization of the background PDF [27].69
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Figure 1: Distribution of mJ/ψφ for the data and the fit with a model containing only K∗+ → φK+

contributions.

Past experiments on K∗ states decaying to φK [33–35] had limited precision and70

provided evidence for only a few of the states expected from the quark model in the71

1513-2182 MeV range probed in our data. We have used the predictions of the relativistic72

potential model by Godfrey–Isgur [36] (black solid dashes in Fig. 2) as a guide to the73

quantum numbers of the K∗+ states to be included in the amplitude model. The masses74

and widths of all states are left free, thus our fits do not depend on details of the predictions,75

nor on previous measurements which are somewhat inconsistent with each other. We also76

include a constant nonresonant amplitude with JP = 1+ since such φK+ contributions77

can be produced and decayed in S-wave. Allowing the magnitude of the nonresonant78

amplitude to vary with mφK does not improve fit qualities. While it is possible to describe79

the mφK and mJ/ψK distributions well with K∗ contributions alone, the fit projections80

onto mJ/ψφ do not provide an acceptable description of the data. An illustration is shown81

in Fig. 1, in which we show a fit with the following composition: a nonresonant term plus82

candidates for two 2P1, two 1D2, and one of each of 13F3, 13D1, 33S1, 31S0, 23P2, 13F2,83

13D3 and 13F4 states, labeled here with their intrinsic quantum numbers n2S+1LJ (n -84

radial quantum number, S - total spin of the valence quarks, L - orbital angular momentum85

3

 [MeV]
 Kφm

1600 1800 2000 2200 2400

C
a

n
d

id
a

te
s/

(3
0

 M
e

V
)

0

50

100

150

200

250

300

350
data
total fit
background

Kφ
 NR

+
1

(1793)
1

 K
+

1
(1968)

1
 K

+
1

(1770+1820)
2

 K
-

2

 K*(1680)
-

1
*(1980)

2
 K

+
2

 K(1830)
-

0
 X(4140)

+
1

 X(4274)
+

1
 X(4500)

+
0

 X(4700)
+

0

φψJ/
 NR

+
0

LHCb

 [MeV]
 KψJ/

m
3600 3700 3800 3900 4000 4100 4200 4300

C
a

n
d

id
a

te
s/

(3
0

 M
e

V
)

0

50

100

150

200

250

300

350

LHCb

 [MeV]φψJ/
m

4100 4200 4300 4400 4500 4600 4700 4800

C
a

n
d
id

a
te

s/
(1

0
 M

e
V

)

0

20

40

60

80

100

120 LHCb

Figure 3: Distributions of (top left) φK+, (top right) J/ψK+ and (bottom) J/ψφ invariant
masses for the B+ → J/ψφK+ data (black data points) compared to results of the default
amplitude fit containing K∗+ → φK+ and X → J/ψφ contributions. The total fit is given by
the red points with error bars. Individual fit components are also shown.
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Structure in Bsπ spectrum?
D0 collaboration claimed state decaying 
to Bsπ+ 
LHCb has large data sample to check it 

112600 Bs events (LHCb) vs. 5582 (D0) 
No state seen in place of D0 state
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FIG. 2: The combined background for the m(B0
sπ

±) distri-
bution described in the text and the fit to that distribution
with the cone cut and without the cone cut.

The B0
sπ

± invariant mass spectrum is shown in
Fig. 3(a) with the cone cut and (b) without the cone cut.
An enhancement is seen near 5.57 GeV/c2. To extract
the signal parameters, the distributions are fitted with a
function F (Eq. 2) that includes two terms: the back-
ground term Fbgr(mBπ) with fixed shape parameters as
in Fig. 2 and the signal term Fsig(mBπ,MX ,ΓX), mod-
eled by a relativistic Breit-Wigner function convolved
with a Gaussian detector resolution function and with
the mass-dependent efficiency of the cone cut [10]. Here
MX and ΓX are the mass and the natural width of
the resonance. The Gaussian width parameter σres =
3.8 MeV/c2 is taken from simulations.
The fit function has the form:

F = fsig ×Fsig(mBπ,MX ,ΓX) + fbgr ×Fbgr(mBπ), (2)

where fsig and fbgr are normalization factors.
We use the Breit-Wigner parametrization appropriate

for an S-wave two-body decay near threshold:

BW (mBπ) ∝
M2

XΓ(mBπ)

(M2
X −m2

Bπ)
2 +M2

XΓ2(mBπ)
. (3)

The mass-dependent width Γ(mBπ) = ΓX · (q1/q0) is
proportional to the natural width ΓX , where q1 and q0
are three-vector momenta of the B0

s meson in the rest
frame of the B0

sπ
± system at the invariant mass equal to

mBπ and MX , respectively.
In the fit shown in Fig. 3a, the normalization pa-

rameters fsig and fbgr and the Breit-Wigner parame-
ters MX and ΓX are allowed to vary. The fit yields
the mass and width of MX = 5567.8 ± 2.9 MeV/c2,
ΓX = 21.9±6.4 MeV/c2, and the number of signal events
of N = 133± 31. As the measured width is significantly
larger than the experimental mass resolution, we infer
that X(5568) → B0

sπ
± is a strong decay. The statistical

significance of the signal is defined as
√

−2 ln(L0/Lmax),
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FIG. 3: The m(B0
sπ

±) distribution together with the back-
ground distribution and the fit results (a) after applying the
cone cut and (b) without the cone cut.

where Lmax and L0 are likelihood values at the best-fit
signal yield and the signal yield fixed to zero. The ob-
tained local statistical significance is 6.6σ for the given
mass and width values. With the look-elsewhere effect
[11] taken into account, the global statistical significance
is 6.1σ. The search window is taken as the interval be-
tween the B0

sπ
± threshold (5506 MeV/c2) and the B0

dK
±

mass threshold (5774 MeV/c2).
We also extract the signal from the m(Bsπ±) distribu-

tion without the ∆R cone cut, fixing the mass and nat-
ural width of the signal and the background mass shape
to their default values. We see a tendency for data to
exceed background for m(Bsπ±) > MX [10]. We per-
form a fit in the restricted range m(B0

sπ
±) < 5.7 GeV/c2
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Open charm production
ATLAS joins in open charm x-section 
measurements in central region 
Done using D+, D*+ and Ds 
Compare to expectations 

Fragmentation based on experimental 
data 

Can use results to extract fragmentation 
fractions
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Figure 1: The distribution of the mass di↵erence, �m = m(K⇡⇡
s

)�m(K⇡), for D

⇤± candidates with 3.5 < pT(D⇤±) <
20 GeV (top) and 20 < pT(D⇤±) < 100 GeV (bottom). The data are represented by the points with error bars
(statistical only). The dashed histograms show the distributions for wrong-charge combinations. The solid curves
represent fit results (see text).
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Figure 2: The m(K⇡⇡) distributions for D

± candidates with 3.5 < pT(D±) < 20 GeV (top) and 20 < pT(D±) <
100 GeV (bottom). The data are represented by the points with error bars (statistical only). The solid curves
represent fit results (see text).
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±
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candidates with 3.5 < pT(D±
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) < 20 GeV (top) and 20 < pT(D±
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100 GeV (bottom). Small signals visible around the world average value of m(D+) are from the decay D

+ ! �⇡+
with �! K

+
K

�. The data are represented by the points with error bars (statistical only). The solid curves represent
the fit results (see text).
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X(4140) CUSP

Cusp model from Swanson: 
1504.07952
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Figure 24: The Argand diagram of the the cusp amplitude in the Swanson’s model [48]. Motion
with the mass is counter-clockwise. The Breit–Wigner amplitude (not shown) gives a circular
Argand diagram also with counter-clockwise mass evolution and with the maximum of magnitude
when zero is crossed on the real axis. See the text for a more precise explanation.

51

-Z
10− 8− 6− 4− 2− 0 2 4 6 8 10

R
e

 o
r 

Im
 o

f 
-I

(Z
)

0.2−

0

0.2

0.4

0.6

0.8

1

- Re I(Z)

- Im I(Z)

Figure 23: Dependence of the real and imaginary parts of the cusp amplitude on the mass in the
Swanson’s model [48]. See the text for a more precise explanation.
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Is Z(4430)+ resonance?
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1

m2
R −m2 − imRΓ(m,ΓR)

Data are consistent with BW for
Z(4430)+

But will they follow if BW is not
imposed?
Change BW in Z(4430)+

amplitude to 6 complex numbers
in 6 M(ψ(2S)π) bins
Plot resulting amplitude on
Argand plot

⇒ It shows resonance behaviour
without imposing it
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