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CMS HCAL Working GroupC S C o g G oup
FE Electronics: New GOL

Nov 20, 2007

HCAL personnel interested in GOL/GBT: Jeremy Mans, Tullio Grassi, 
Drew Baden, Chris Tully, Julie Whitmore
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Slides borrowed from Chris Tully, Paolo Moreira, Sandro Marchioro, Jan Troska, 
Jorgen Christiansen,Terri Shaw
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Custom ASICs
QIE (6 / b d)

Low Voltage Regulator
(2 / board) CERN

D l d i d h d

P82B96
I2C Transceiver

( h P82B 1

AD590 
Temp Sensor

QIE  (6 / board)
Fermilab

Developed in rad hard process

MC100LVELT23

(change to P82B715

MC100LVEP111

LVPECL-LVTTL
Honeywell

VCSEL MC100LVEP111
LVPECL clock

fanout chip

VCSEL
HFE419x-521

(2/board)
[back side of

Gigabit Optical
Link [GOL]

(2 / board) CERN

[back side of
board]

CCA 
(3 / board)

(2 / board) CERN
Developed in 

rad hard process
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(3 / board)
Fermilab OP184 bi-polar OpAmpPZT222A transistor
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6 Channel FE Board6 Channel FE Board

(Backside)(Backside)
6 Channel FE Board6 Channel FE Board

(Backside)(Backside) L(Backside)(Backside)(Backside)(Backside)
Honeywell VCSELs
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3 layers/tower - 1 inner, plus 2 inter-weaved outer

Quad
GOL

Quad
QIE10

Quad
QIE10

Rad Hard
FPGA

(TDC/CCA)

Quad
QIE10

( )

GOL
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HB Digital Readout HB Digital Readout 
BandwidthBandwidth

HB Digital Readout HB Digital Readout 
BandwidthBandwidth LBandwidthBandwidthBandwidthBandwidth

Current Readout (1.6 GHz) Format

Possible HB Readout (3.2 GHz) Format with GOL
64 bits/25ns per fiber

QIE0
8-bit

QIE1
8-bit

QIE2
8-bit

TDC0 CapID(0 3) E Bit

QIE3
8-bit

QIE4
8-bit

QIE5
8-bit

TDC3 CapID(4 5) E BitTDC0
5-bit

CapID(0-3)
2-bit

ErrBit
1-bit

TDC3
5-bit

CapID(4-5)
2-bit

ErrBit
1-bit

Optical Cable 1
QIE10QIE6

8-bit
QIE7
8-bit

QIE8
8-bit

TDC6 CapID(6-7) ErrBit

QIE9
8-bit

QIE10
8-bit

QIE11
8-bit

TDC9 CapID(8-11) ErrBit
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Optical Cable 2

TDC6
5-bit

CapID(6 7)
2-bit

ErrBit
1-bit

TDC9
5-bit

CapID(8 11)
2-bit

ErrBit
1-bit
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Gigabit Optical Link (GOL) Configuration
• 32 bit mode; 1 6 Gb/s (8 bit/10 bit); Gigabit Ethernet Protocol• 32 bit mode; 1.6 Gb/s (8-bit/10-bit); Gigabit Ethernet Protocol
• Need to confirm max speed (3.2 Gbps?) w/ bit error rate test - UMinn
• At CERN, 30 Wafers with 1770 chips/wafer
• Packaging - (for order ~10,000, $2.5/chip, NRE already paid)
• Place order soon to avoid re-negotiating export license
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Connectorized VCSELConnectorized VCSEL
(HPD Boards)(HPD Boards)

Connectorized VCSELConnectorized VCSEL
(HPD Boards)(HPD Boards) L(HPD Boards)(HPD Boards)(HPD Boards)(HPD Boards)
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Fiber specifications
Modal Bandwidth - measure of signal amplitude to drop 3dB
1000 MHz-km = 700-800 Mbps
HCAL fib 0 1 k
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HCAL fiber - 0.1 km
850nm --> 1000 MHz-km --> 7-8 Gbps
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Cable requirements 
• Able to transmit 1 6 Gbps• Able to transmit 1.6 Gbps 

over 90 m with low dispersion
• 50/125 μm rather than 

62.5/125 μm
V littl d k i f fib• Very little darkening of fiber 
at HCAL radiation levels 
(3E11 n/cm2 and 1kRad TID)

• Plasma Optical Fiber –
G d d I d M lti dGraded-Index Multi-mode 
(Atlas)

• CMS HCAL rad test of RM 
fiber – no measurable 
h i t i ichange in transmission 

• Controlled environment No 
thermal or moisture issues 
(or rodents!)

• Fiber radiation study (Atlas)
• Plasma Optic Fiber 50/125μm 
Graded Index Multi-mode 
Ge-doped fiber selected
•Rad Tolerant (~0.1 dB/m at 
800 G (Si) d 2E13 / 2)
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800 Gy(Si) and 2E13 n/cm2)
Atlas Liquid Argon Cal (ATL-ELEC-99-001)
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Link requirementsLink requirements

(General)(General)
Link requirementsLink requirements

(General)(General) L(General)(General)(General)(General)

Very expensive if 
developed by eachdeveloped by each 
expt/subsystem
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User Bandwidth: 3.36 Gbps
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GBT - HCAL “requirements” (from Tullio)
• Investigate 8bit/10bit (64 bit/66 bit)
• Latency does matter 

Max latency should not be greater than existing links• Max latency should not be greater than existing links
• Jitter needs to be better than QPLL
• Power dissipation should be lower than o e d ss pat o s ou d be o e t a

TTCrx/QPLL/GOL chipset
• Variations in latency of the GBT receiver (at detector) 

should be smaller than existing TTCrx receivershould be smaller than existing TTCrx receiver
• 8ns maximum over all range of operating conditions 

(temp, power supply, etc.)
• Estimate Latency Variations over a more limited range 

of operating conditions (15 - 35 C)
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Concerns 
• Need to package GOLs (~$25k)
• Test speed of GOL linkp

• Fiber speed - OK.  Test final config for BER
• Connections - will reduce max speedp

• Need to live with TTC system 
• Will this system be maintained when other y

subsystems switch to GBT in Phase II?
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Concerns/Comments 
N d d i HCA hi / l• Need to design HCAL system architecture/topology

• How do we establish bunch synchronizing across 
asynchronous links? (from Jeremy)

• Similar to GCT problem
• GBT protocol - data frames are self synchronizing 

• No need to send idle frames (abort gaps can be used forNo need to send idle frames (abort gaps can be used for 
other things (Tullio comment)

• System requirements set by large users
• HCAL does not have many channels• HCAL does not have many channels

• HCAL needs will not get priority
• Adding additional features adds “unnecessary” complexity to 

the chips/systemp y
• GBT schedule is very tight for Phase I upgrades
• Tullio is starting to work on this project 

FPGA market s r e and GBT em lator for FPGA
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• FPGA market survey and GBT emulator for FPGA 
testing


