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DataHandles

A major component of the new framework is the concept of DataHandles

Eventually the only way to store/retrieve data objects, replacing all exisiting 
StoreGate access

This will require a change to ~all offline code

HLT migration work depends on how many offline algorithms can be used

Given that this migration is required anyway, we use it to introduce EventView 
behaviour

DataHandles should be able to use an EventView or StoreGate transparently, at 
least from the point of view of the algorithm code
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HLT workflow

The first algorithm launched by the HLT should be a “Level One Reader” that 
creates a new view for each RoI
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On algorithm execute

When the scheduler runs an algorithm, it passes the appropriate view
The data handles belonging to the algorithm are updated
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On algorithm execute
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View persistification

When writing the event data to disk, view data should be merged
The views themselves should be represented by index objects describing which 
part of the merged data came from each view
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View persistification

When writing the event data to disk, view data should be merged
The views themselves should be represented by index objects describing which 
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Design questions

How should the scheduler treat the creation of a view?

 - (Main/whole event) thread waits for the (worker/event view) thread?
    - Deadlocks?
 - Must be able to run single-threaded
 - Can we avoid having separate HLT/offline schedulers?

How does the scheduler track data dependencies within a view?

 - Need separate data flow for each view
 - Some algorithms access data across views

How is the merge step scheduled?

 - All views must be allowed to complete processing before merge is attempted
 - Early reject means that not all view algorithms will definitely run
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Summary

Prototyping of the new framework is well underway
 - Mature AthenaHive build
 - Gaudi collaboration re-established
 - New features (e.g. EventViews) in development

Migration of algorithms is a huge task
 - We don't actually know how huge
 - Some simple 1-1 changes, but potentially some complete re-writes
 - Importing current HLT code versus using offline algorithms for the HLT 
 - Comprehensive code review beginning

Next workshop as part of Software Technical Meeting in Berkeley (November)
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