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Computing
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report

New in Run 2: Split HLT
- Online calibration

- Same reconstruction online-offline

- TURBO stream

2015 Resource Usage

2016-2017 Updated resources request

2016 pledges 



Split HLT in Run 2

2

 Same calibration 
used online and 
offline

 No reprocessing

 Same reconstruction 
online and offline
 100% offline selection 

efficiency on trigger 
candidates

 Analysis selections 
possible online (TURBO 

stream)



Real time calibration

3



Example: Automatic Outer Tracker T0 calibration
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Online alignment status
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Validation of online / offline reconstruction 
differences
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Example: track momentum
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Run 2 Data Validation & Production
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First publication with Turbo stream
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CPU usage in Jan-Aug 2015

 Main activities: 
 Simulation

 Legacy stripping of Run1 data

 “Swimming” of Run1 data

 User jobs

 Test of 2015 data-taking workflows

 Processing of 2015 data

 Pledged resources generally ~10% above requested

C. Bozzi - NCB - 14/09/2015 10

PledgedRequested



Running jobs
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 Usage consistent with pledges

 Somewhat below in Q3 due to reduced data-taking and 
preparation of new simulation cycle

 LHCb continues to use efficienctly the HLT farm and  
opportunistic resources (Yandex, OSC, Zurich and others)

 Expect usage in line with pledges until the end of 2015 
WLCG year 



Storage

 Currently using less disk than anticipated
 LHC live time ~half of that initially foreseen

 LHCb implemented changes in the computing model 
parameters (see later) which moderate the tape 
requirements

 Also ~1.1PB disk space cleaned up following data popularity 
analysis

 Expect ~15% less disk usage and ~35% less tape usage 
with respect to pledge by the end of 2015 WLCG year
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Tape (PB) CERN + Tier1s

RAW 6.5

FULL.DST 4.9

ARCHIVE 5.5

TOTAL 16.9

Pledge ‘15 39.3



Data popularity: accesses in time X 

 Volume of data versus 
number of accesses in 
LHCb in the last 3, 6 
and 12 months
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Recent changes in the Computing Model

 Follow the recommendation of the CRSG: cancel second 
copy of ARCHIVE. 
 In case of tape losses, derived data would have to be 

regenerated. 

 Decrease of tape requests for 2016 and 2017.

 Do not store the content of RAW banks in FULL.DST. 
 ~2x saving on FULL.DST size 

 Decrease of tape requests. 

 Re-balance generation of MC events in 2016 and 2017, in 
order not to impact physics analysis
 (small) increase in CPU and storage

 Postpone parking of RAW data to 2018 (if really needed)
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Summary of 2016-2017 requests
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CPU

Disk
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Power (kHS06) 

Guessed 

pledge 

2016 

Guessed 

pledge 

2017 

Request 

2016 

Request 

2017 

Tier 0 49 59 48 59 

Tier 1 158 190 146 184 

Tier 2 89 107 81 102 

Total WLCG 297 356 275 345 
     

HLT farm 10 10 10 10 

Yandex 10 10 10 10 

Total non-WLCG 20 20 20 20 
     

Grand total 317 376 295 365 

Table 6-1: CPU power requested at the different Tier levels. Proton and heavy ion 

physics 

 

Disk (PB) 
2016 

Request  

2017 

Request  

Tier0 5.8 8.5 

Tier1 14.9 17.4 

Tier2 2.8 3.8 

Total 23.5 29.7 

Table 6-2: LHCb Disk request for each Tier level Note that for countries hosting a Tier1, 

the Tier2 contribution could also be provided at the Tier1. Proton and heavy ion physics 

Tape 

(PB) 

2016 

Request  

2017 

Request  

Tier0 15.0 21.6 

Tier1 25.8 38.0 

Total 40.8 59.6 

Table 6-3: LHCb Tape request for each Tier level. Proton and heavy ion physics.  

The disk requests for 2016 and 2017 are 2.8PB and 1PB lower than foreseen in the last scrutiny round. This 

is due to the amount of 2015 data being lower than anticipated, and to further cleanup made possible by the 

data popularity algorithms, reported in LHCb-PUB-2015-019.  

The large step in tape provision shown in the last scrutiny round is now mitigated by the reduced dataset 

sizes foreseen in 2015 and 2017 and, most importantly, by the suppression of RAW banks on the 

reconstruction output (RDST) and the suppression of the second copy of the archive for data preservation 

purposes. Nevertheless, the slope in the tape requests is still higher than what we can reasonably achieve 

with a flat-funding scenario, which will likely be overtaken by the 2018 requests.  
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Tape 
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purposes. Nevertheless, the slope in the tape requests is still higher than what we can reasonably achieve 

with a flat-funding scenario, which will likely be overtaken by the 2018 requests.  
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Tape 

16

HI Running

pp Running

Please note:
WLCG estimates of tape costs include a 10% cache disk. 
This is probably  too large for our purposes.
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Tape storage usage forecast (PB) 2016  2017  

Raw Data 18.3 27.6 

RDST 8.0 11.0 

MDST.DST 3.8 6.7 

Archive – Operations 9.6 13.2 

Archive – Data preservation 0.0 0.0 

Total 39.7 58.5 

Table 4-3: Break down of estimated Tape Storage usage for the different categories of 
LHCb data. Proton physics 

5. Resource estimates: heavy ion physics 

The current LHCb plans for heavy ion runs in Run 2 are as follows. In 2015, we expect to collect 24 days of 

Pb-Pb collisions. At the same time, a gaseous Neon target (SMOG) installed at IP8 will provide Pb-Ne 

collisions in a fixed-target configuration. These events can be recorded in parallel to the Pb-Pb events. In 

addition, we foresee a dedicated run of 7 days of p-Ne collision in the SMOG configuration. We foresee the 

same running conditions in 2016, where the Neon will be replaced by Argon. No heavy-ion running is 

foreseen in the LHC schedule for 2017. Nevertheless, we plan to use SMOG to accumulate 7 days of 

proton-Argon collisions.  

The CPU and storage resources corresponding to the above data taking plan have been determined by using 

the LHCb computing model, where input parameters have been tuned appropriately. The resulting resources 

are summarized in Table 5-1.  

Resources for heavy ion 

running 

2016 

Request  

2017 

Request  

CPU (kHS06) 10.1 0.8 

Disk (PB) 2.2 2.3 

Tape (PB) 1.1 1.1 

Table 5-1: Resources needed for heavy ion running 

6. Summary of requests 

Table 6-1 shows the CPU requests at the various tiers, as well as for the HLT farm and Yandex, after 

summing the requirements for proton and heavy ion physics. We assume that the HLT and Yandex farms 

will provide the same level of computing power as in the past, therefore we subtract the contributions from 

these two sites from our requests to WLCG. 

The columns “Guessed pledge” are an estimate of the WLCG pledges which might be available in 2016, by 

assuming a 20% increase with respect to the previous year. In both sets of columns, the required resources 

are apportioned between the different Tiers taking into account the capacities that are already installed.  

The resources requested to WLCG are covered by the resources that we can reasonably assume to be 

pledged to LHCb in both years. 

The disk and tape estimates shown in previous section have to be broken down into fractions to be provided 

by the different Tiers using the distribution policies described in LHCb-PUB-2013-002.  

The results of this sharing are shown in Table 6-2 and Table 6-3. Requests due to proton and heavy ion 

physics have been summed up.  

LHCb Computing Resources: 2016 reassessment and 2017 requests Reference:  LHCb-PUB-2015-018 

LHCb Public Note  Revision:  0 

Issue:  0 Last modified:  31st August 2015 

Resource estimates: heavy ion physics 

 

page  6  6 

Tape storage usage forecast (PB) 2016  2017  

Raw Data 18.3 27.6 

RDST 8.0 11.0 

MDST.DST 3.8 6.7 

Archive – Operations 9.6 13.2 

Archive – Data preservation 0.0 0.0 

Total 39.7 58.5 

Table 4-3: Break down of estimated Tape Storage usage for the different categories of 

LHCb data. Proton physics 

5. Resource estimates: heavy ion physics 

The current LHCb plans for heavy ion runs in Run 2 are as follows. In 2015, we expect to collect 24 days of 

Pb-Pb collisions. At the same time, a gaseous Neon target (SMOG) installed at IP8 will provide Pb-Ne 

collisions in a fixed-target configuration. These events can be recorded in parallel to the Pb-Pb events. In 

addition, we foresee a dedicated run of 7 days of p-Ne collision in the SMOG configuration. We foresee the 

same running conditions in 2016, where the Neon will be replaced by Argon. No heavy-ion running is 

foreseen in the LHC schedule for 2017. Nevertheless, we plan to use SMOG to accumulate 7 days of 

proton-Argon collisions.  

The CPU and storage resources corresponding to the above data taking plan have been determined by using 

the LHCb computing model, where input parameters have been tuned appropriately. The resulting resources 

are summarized in Table 5-1.  

Resources for heavy ion 

running 

2016 

Request  

2017 

Request  

CPU (kHS06) 10.1 0.8 

Disk (PB) 2.2 2.3 

Tape (PB) 1.1 1.1 

Table 5-1: Resources needed for heavy ion running 

6. Summary of requests 

Table 6-1 shows the CPU requests at the various tiers, as well as for the HLT farm and Yandex, after 

summing the requirements for proton and heavy ion physics. We assume that the HLT and Yandex farms 

will provide the same level of computing power as in the past, therefore we subtract the contributions from 

these two sites from our requests to WLCG. 

The columns “Guessed pledge” are an estimate of the WLCG pledges which might be available in 2016, by 

assuming a 20% increase with respect to the previous year. In both sets of columns, the required resources 

are apportioned between the different Tiers taking into account the capacities that are already installed.  

The resources requested to WLCG are covered by the resources that we can reasonably assume to be 

pledged to LHCb in both years. 

The disk and tape estimates shown in previous section have to be broken down into fractions to be provided 

by the different Tiers using the distribution policies described in LHCb-PUB-2013-002.  

The results of this sharing are shown in Table 6-2 and Table 6-3. Requests due to proton and heavy ion 

physics have been summed up.  



Comparison with “flat budget”

17

 Definition of flat 
budget: same money 
will buy 
 20% more CPUs

 15% more disk

 25% more tape

CPU projections ~OK

Disk ~OK

Tape now ~OK

C. Bozzi - NCB - 14/09/2015



Tier0 + Tier1 pledged resources in 2016 (REBUS)
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Tier2 pledged resources in 2016 (REBUS)

Significant contribution from other sites 

not pledging resources to WLCG, 

e.g. Yandex & OSG
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Software workshop @LPNHE 16- 20 Nov.
What do we want?

A viable computing model for the upgrade!

When do we want it?

Now!

Where are we going to get it?

The Notre Dame! Well, almost...

Visit https://indico.cern.ch/event/337568/ for 

practical and registration information!


