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(A quite brief summary of) SM results from LHC

Simon de Visscher (F.N.R.S-UCL-CP3)
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Disclaimer

• A lot of Run I SM measurements! In this talk:

‣ multi-jets, Z/γ/W+jets, di-boson

‣ No soft QCD and Higgs: discussed already today

‣ No Top (no time...)

• For more details

‣ CMS: http://cms-results.web.cern.ch/cms-results/public-results/publications/

‣ ATLAS: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults

‣ LHCb: http://cds.cern.ch/collection/LHCb%20Papers?ln=en
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Why doing SM measurements at the LHC?

• LHC is a discovery machine: Higgs and/or SUSY, 
other exotic scenarios.

3

Peak scenario Rate scenario

«e
as

y»

hard!

LHC discovery potential may depend very strongly on our ability to 
model the background processes. And that relies very strongly to our 

ability to model QCD (and QED)!
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Parton Distribution Function (PDF)

• How is this critical?  For instance:

‣ Higgs boson couplings measurement

‣ W mass measurement

‣ Prediction for heavy (> n TeV) new particle production (e.g. SUSY)

• General idea

‣ 1) Use NLO or NNLO prediction to match data (jets, V+jets, top,...)

‣ 1) Deduce what parametrization of the PDF does the best job!

4

PDF
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[Eur.Phys.J.C (2015) 75:288]

g-PDF from >=2-jet cross-section @ 7 TeV

[JHEP02(2015)153]

Significant reduction of 
uncertainties for g-PDF 
at high x
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u/d/s quark PDF @ 7 TeV

• Use W+jets

‣ W+c : sensitivity to s-PDF                      Inclusive W: sensitivity to u/d PDF

6
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[JHEP 02 (2014) 013][PRD 90 (2014) 032004]

Exploit muon rapidity asymmetry
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PDF from global fits

7

LHC data are now used by most PDF coll.
Generally quite good agreement!
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Figure 3: Comparison of the gluon (upper plots) and up quark (lower plots) PDFs from the CT14,
MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the CT14, ABM12 and HERAPDF2.0
sets (lower plots). The comparison is performed at a scale of Q2 = 100 GeV2, and results are shown
normalized to the central value of CT14.

amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x ≥ 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state MX , for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (MX ≤ 50 GeV)
and high masses (MX ≥ 500 GeV for gg, MX ≥ 1 TeV for qq̄ and MX ≥ 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x ≥ 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state MX , for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (MX ≤ 50 GeV)
and high masses (MX ≥ 500 GeV for gg, MX ≥ 1 TeV for qq̄ and MX ≥ 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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Prospects for Run II

• g-PDF

‣ Jets: profit of NNLO + and probe higher x

‣ Exploit further pt spectra ratio (13/8/7/2.76 TeV)

‣ photon: NNLO could be needed to go further.

‣ Exploit pt spectra ratio (13 TeV/8 TeV): partial cancellation of 
systematic uncertainties. First tests are encouraging.

• q-PDF

‣ W+c: make sure that ATLAS and CMS results are comparable. ‘Fake’ 
discrepancy  from 7 TeV analyses should be avoided

‣ DY: improvement expected at low x~0.0001 and high x ~0.2.

‣ 2/3D measurements could be used.

‣ Intrinsic charm PDF: through deviation of jet pt spectrum!

8
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αs(Q) @ 7 TeV

9

[Eur. Phys. J.C75(2015)288]

[Eur. Phys. J. C 73 (2013) 2604]

[Eur. Phys. J.C75(2015)186]jeudi 17 décembre 2015

http://dx.doi.org/10.1140/epjc/s10052-013-2604-6
http://dx.doi.org/10.1140/epjc/s10052-013-2604-6
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Jets @ 13 TeV

10

NLO agrees with 13 TeV data 
on orders of magnitude! Data/MC ratio from CMS
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Data/MC comparisons for V, V+ light jets

11
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V, V+jets

• stress test of event generators/
calculations

‣ tree-level,NLO,NNLO (ME), Parton Shower 
(PS)

‣ Madgraph_aMC@NLO, Powheg, Sherpa, 
BlackHat, MEPS@NLO, 
ALPGEN,Pythia6,Pythia8,Herwig, ...

‣ ME+PS: KtMLM , MLM,  ShowerKt, CKKW-L, 
FxFx, UMEPS, UNLOPS,...

12
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Inclusive V production @ 13 TeV

13

NNLO prediction (FEWZ) matches 
very well the new data points!

Sensitivity to PDF 
already present
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Belgian IUAP meeting,  Antwerp, Dec 2015

Z+jets

14

Different trends observed. Generally very reasonable 
agreement, even with tree-level predictions

[CMS-PAS-SMP-13-007]

CMS@8 TeV CMS@13 TeV

[CMS-PAS-SMP-15-010]

ATLAS@13 TeV
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Z+jets

15

Different trends observed. Generally very reasonable 
agreement, even with tree-level predictions

[CMS-PAS-SMP-13-007]

CMS@8 TeV CMS@13 TeV

[CMS-PAS-SMP-15-010]
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V+jets ratio: Z+jets/γ+jets @ 8 TeV

16

18 7 Results

bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z → (e+e− + µ+µ−) over γ as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets ≥ 1); top right: HT ≥
300 GeV, njets ≥ 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets ≥ 1 case (bottom left) and HT ≥ 300 GeV case (bottom right).
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[arxiv.1505.06250]

Data and MC agree within uncertainties.
tree-level and NLO behave similary

1) Precision measurement (partial cancellation of systematics)
2) Data-driven prediction of Z+jets through γ+jets

QCD/QED
corrections
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Run II prospects for V+jets

• V+jets measurement are high priority in Run II

‣ background for Higgs, SUSY,... searches

‣ Challenge: fast measurements coming sufficiently early!

‣ Getting sensitivity to QED corrections

‣ Testing new NNLO predictions

‣ High statistics means also focus on detailed regions of the phase-space

‣ radiative production of W, Z,...

‣ better sensitivity to PDF

17
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Data/MC comparisons for V+ heavy-flavoured jets*

18

*only LHC...but Tevatron has also new results

jeudi 17 décembre 2015
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[Phys.Rev. D89 (2014) 012003]

...yes

VHV+HF

Number of quark flavour in p (NQF)
ME-PS merging vs NQF
Scales
Q mass
fragmentation, decay
...

heavy flavours tagging
much smaller statistics
potentially large background
removing DPS component
...

Really worth
 spending time on it?

Exp.

TH

jeudi 17 décembre 2015
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W+1 b/c @ 1.96,7 TeV

20

[JHEP 06 (2013) 084]

dimanche 2 août 2015

B

W

Large data/MC excess

dimanche 2 août 2015

B

W

Good agreement with MCFM

[PLB 735 (2014) 204]
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Z+2b@7,8 TeV

21

[JHEP 10 (2014) 141]

dimanche 2 août 2015

B

Z

[JHEP 12 (2013) 39]

7 TeV: Both CMS and ATLAS see an excess 
of data around and below 0.5

 8 TeV: CMS does not see anything wrong

24 8 Summary
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Figure 13: Differential Z(2b) cross section as a function of the ∆Rbb, compared with the MAD-
GRAPH 5FS, MADGRAPH 4FS and POWHEG theoretical predictions (shaded bands), normalized
to the theoretical cross sections described in the text. For each data point the statistical and the
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CMS-PAS-SMP-14-010
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V+HF in Run II?

• Run II wish list

‣ V+1b/c at very high Pt(V): test the n-partons 
numbering schemes

‣ Angular correlation: collinear production of the 
heavy quarks

‣ Use b’s and c’s. Key measurement: collinear 
production of bb/cc with a W.  This possibly 
solves the W+1b-jet data excess.

‣ Why c? Exclusive D-mesons decay provide a  
clean signature.  e.g. D±→Kππ, 
D*→Kπππ,...but lot of statistic is needed.

22

Figure 10: Left panel: ∆R separation between the two hardest b-hadrons (aMC@NLO and
aMC@LO) or the b and b̄ quarks (NLO and LO) in the event. Right panel: invariant mass of the
b-jets, inclusive over all b-jets in the event. The insets follow the same patterns as those in fig. 2.

Figure 11: Transverse momentum fraction carried by b-jets. See the text for details.

the onset of the bb-jet contribution to mjb is largely smeared out.

In fig. 11 we show the ratio of the total transverse momentum PT [jb] of b-jets, over the

total transverse hadronic momentum PT
5. In the context of parton-level computations, by

“hadrons” we simply understand QCD partons. At the parton-level LO, the configurations

with one bb-jet or with two b-jets (each of which contains one b quark) give contribution

at PT [jb]/PT = 1. Configurations with one b-jet that contains only one b quark contribute

to 0.5 < PT [jb]/PT < 1 if the other b quark has pT < 20 GeV (i.e., it is softer than a jet

is required to be), while values PT [jb]/PT < 0.5 can be obtained when the other b quark

has pT > 20 GeV and |η(b)| > 2.5 (i.e., it is outside the b-jet tagging region in pseudora-

pidity). What was said above implies that PT [jb]/PT = 1 is an infrared-sensitive region,

which gives rise to Sudakov logarithms at higher order; this explains the behaviour of the

5We stress that PT is defined without including the underlying event and pile-up contributions.

– 12 –

?
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Diboson studies @ 13 TeV

• ZZ

• WZ

23

Excellent agreement of theory with data!
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Diboson studies

• Why?
‣ Background for searches

‣ ZZ, WW, γγ

‣ Gate to explore «extended» Standard Model

‣ moving to dim 6 or 8: adds new couplings without involving new particles

‣ Trilinear anomalous gauge couplings

‣ ZZγ, Zγγ, WWγ, ...

‣ Quartic gauge couplings

‣ WWWW, WWZZ,..

‣ diboson process xsec are well predicted by theory (NLO, NNLO)

‣ Any significant deviation could be a sign of anomalous gauge coupling

• Run I: limited by statistics. 
‣ Run II will enhance strongly the discovery power power!

‣ Prediction from theory has evolved a lot (NLO)

24
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Conclusion

25

• Impressive effort in LHC experiments to improve our knowledge 
of  Standard Model during Run I. Run II data analysis has started...

• Run II should bring further on almost all topic already studied, 
and will allow us to push new gates, thanks to the improved 
statistics, increased cross-sections, and lessons from Run I

!"#$%#&%'()%*+,'-".++'/).$/'-"&)$/'

!"#!$#$%!"&'()&'*++,-*.,/0*1&2&!3&456&7589+/8&
!!"
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Backup slides

26
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Jets, PDF, alphaS

27
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 PDF from >=2-jet cross-section

Strong correlation in (x,Q)
⇒good to constrain PDF

page 1/1

Diagrams made by MadGraph5_aMC@NLO
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Diagrams made by MadGraph5_aMC@NLO
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 PDF from n-jet cross-section

29

Impact on all PDF’s is present, 
here at Q2=1.9 GeV2

[Eur.Phys.J.C (2015) 75:288]

HeraFitter package used to constraint the PDFs
 - CMS Jet Pt data: input
 - input compared with prediction from theory (NLOJet)
 - PDF parameters chosen to fit the theory to the data

Reduction of uncertainties, 
especially for g-PDF
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PDF αs(MZ)
MSTW08 0.111 ± 0.006
CT10 0.109 ± 0.006
HERAPDF 1.5 0.114 ± 0.005
ABM11 0.116 ± 0.005
NNPDF 2.3 0.112 ± 0.005

Table 1: Values of αs(MZ) obtained by fitting the measured N3/2 distributions with NLO pQCD calcula-
tions based on different sets of PDFs. The uncertainty on the central αs value quoted is the experimental
uncertainty on αs(MZ) .

The αS (MZ) results from individual p(all jets)
T bins are evolved to the average pT value in each bin

using the two-loop approximate solution to the Renormalization Group Equation (RGE) [49] to study
the scale dependence of the strong coupling constant. The resulting distribution is shown in Figure 6.
The observed energy scale dependence of the strong coupling constant is in good agreement with the
DØ [6, 50], ZEUS [51] and H1 [52, 53] αs values and the RGE predictions obtained from the world
average αs(MZ) value of 0.1184 ± 0.0007 [42, 43]. Results from this analysis are consistent with the
RGE predictions up to an energy scale of 800 GeV.
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Figure 6: Strong coupling constant αs extracted from ATLAS N3/2, DØ [6, 50], ZEUS [51] and H1 [52,
53] as a function of the renormalization scale Q. Error bars on the points from DØ, ZEUS and H1
correspond to the total uncertainty (sum in quadrature of experimental and theoretical uncertainties).
The black error bars on the ATLAS 2010 points correspond to the experimental uncertainties while the
shaded error band corresponds to the total uncertainty. The plot shows good agreement between the
ATLAS measurements and predictions obtained from the RGE two-loop solution [49] evaluated at the
world average value of 0.1184 ± 0.0007 [42, 43].
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Figure 5: Measurements of R3/2 (a) and N3/2 (b), at particle-level, as a function of plead
T and p(all jets)

T ,
respectively. NLO pQCD theoretical predictions, corrected for non-perturbative effects, are also shown
for a value of αs(MZ) of 0.110 and 0.130. The black error bars correspond to the statistical uncertainty on
the measured values while the yellow bands correspond to the total experimental uncertainty. The red and
blue error bars correspond to the total theoretical uncertainty on the respective NLO pQCD theoretical
predictions, obtained by summing in quadrature the uncertainty from the non-pQCD correction, PDFs
and scales. They are offset for clarity. These results are obtained using jets reconstructed with R = 0.6.

values of αs(MZ) are obtained by performing the least-squares fit with theoretical predictions shifted by
±1σ for each of the uncertainty sources listed above. Each theoretical uncertainty contribution to the
final central αs(MZ) value is taken as the difference in αs(MZ) value obtained with and without shifting
the theoretical predictions by ±1σ. To estimate the scale uncertainty on the fitted value of αs(MZ) , the
fit is performed using theoretical predictions obtained with the six different variations of renormalization
and factorization scales described in Section 5. The scale uncertainty on αs(MZ) is taken as the largest
positive and negative variation in the fitted value of αs(MZ) .

The least-squares fit is performed both individually in each p(all jets)
T bin and also by simultaneously

fitting all p(all jets)
T bins. The combined fit results in a value of αs(MZ) =0.111 ± 0.006 with a χ2 value of

7.1 for the 6 bins considered (5 degrees of freedom). The scale uncertainty is determined to be +0.016
−0.003,

while the uncertainties due to non-pQCD corrections and PDFs are found to be negligible. The strong
coupling constant is therefore determined to have a value of

αs(MZ) = 0.111 ± 0.006(exp.) +0.016
−0.003(theory).

This result is in statistical agreement with the accepted world average of αs(MZ) = 0.1184 ± 0.0007
[42, 43], as well as with the CDF and DØ results of αs(MZ) = 0.1178 ± 0.0001(stat.)+0.0081

−0.0095(syst.) [44]
and αs(MZ) = 0.1191+0.0048

−0.0071 [6], respectively.
Values of αs(MZ) are also determined using pQCD predictions obtained with the following additional

PDF sets: CT10 [45], HERAPDF 1.5 [46], ABM11 [47] and NNPDF 2.3 [48]. Table 1 summarizes
the central value of αs(MZ) obtained and associated experimental uncertainty. The values of αs(MZ)
obtained with the different PDFs all agree within uncertainties.

10

[ATLAS-CONF-2013-041]

[Eur. Phys. J.C75(2015)186]

[Eur. Phys. J.C75(2015)288]
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Azimuthal (de)correlation and jet veto

31
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[CMS-PAS-SMP-14-015]

[Eur. Phys. J.C74(2014)3177]

Generally an good agreement with multileg+PS predictions

G.F. =
σjj(Q0)

σjj

How well do we understand soft/collinear radiation?
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2.76 TeV (+ ratio to 8 TeV)

32
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Additional measurement useful for PDF and αs 
Ratio cancels partially the exp. uncertainties, 
no significant deviation from NLOJet 
prediction

[CMS-PAS-SMP-14-017]
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αs(MZ) from TEEC/ATEEC

33

[arxiv:1508.01579v1.pdf]

TEEC:angles between a l l (energy-weighted) 
combinations of jets.

ATEEC: removes contribution from 2 jets events. What 
remains is dominated by gluon contribution ⇒ αs

Excellent agreement with 
the world average (2014)
αs=0.1185+-0006
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V,V+jets

34
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W/Z and Z/γ+jets ratio

35

Eur. Phys. J. C (2014) 74 :3168 Page 9 of 31 3168
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Fig. 2 The ratio of W + jets and Z + jets production cross sections,
Rjets, normalized as described in the text versus the leading-jet trans-
verse momentum, pj

T, for Njets = 1 (left) and Njets ≥ 1 (right). The
electron and muon channel measurements are combined as described
in the text. Ratios of the BlackHat+SHERPA NLO calculation and the
ALPGEN and SHERPA generators to the data are shown in the lower

panels. Vertical error bars show the respective statistical uncertainties.
The hatched error band shows statistical and systematic uncertainties
added in quadrature for the data. The solid error bands show the sta-
tistical uncertainties for the ALPGEN and SHERPA predictions, and
the combined statistical and theoretical uncertainties for the Black-
Hat+SHERPA prediction

than 30 ps, whether produced directly in the proton–proton
collision or from the decay of particles with shorter lifetimes.
Neutrinos, electrons, and muons from decays of the W and Z
bosons, as well as collinear photons included in the “lepton
dressing procedure” were excluded by the jet reconstruction
algorithm. The phase-space requirements match the selection
criteria defining the data candidate events, as presented in
Table 2, in order to limit the dependence of the measurement
results on theoretical assumptions.

The correction was implemented using an iterative Baye-
sian method of unfolding [42]. Simulated events are used to
generate for each distribution a response matrix to account for
bin-to-bin migration effects between the reconstruction-level
and particle-level distributions. The Monte Carlo particle-
level prediction is used as initial prior to determine a first
estimate of the unfolded data distribution. For each further
iteration, the previous estimate of the unfolded distribution
is used as a new input prior. Bin sizes in each distribution
were chosen to be a few times larger than the resolution
of the corresponding variable. The ALPGEN W + jets and
Z + jets samples provide a satisfactory description of distri-
butions in data and were employed to perform the correction
procedure. The number of iterations was optimized to find a

balance between too many iterations, causing high statistical
uncertainties associated with the unfolded spectra, and too
few iterations, which increase the dependency on the Monte
Carlo prior. The optimal number of iterations is typically
between one and three, depending on the observable. Since
the differences in the unfolded results are negligible over this
range of iterations, two iterations were used consistently for
unfolding each observable.

7 Systematic uncertainties

One of the advantages of measuring Rjets is that system-
atic uncertainties that are positively correlated between the
numerator and denominator cancel at the level of their cor-
relations (higher correlations result in larger cancellations).
The impact on the ratio of a given source of uncertainty was
estimated by simultaneously applying the systematic varia-
tion due to this source to both the W + jets and Z + jets events
and repeating the full measurement chain with the system-
atic variations applied. This included re-estimating the data-
driven background distributions after the variations had been
applied.
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18 7 Results

bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z → (e+e− + µ+µ−) over γ as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets ≥ 1); top right: HT ≥
300 GeV, njets ≥ 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets ≥ 1 case (bottom left) and HT ≥ 300 GeV case (bottom right).
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[PLB708(2012)221-240] [arxiv.1505.06250]

No severe disagreement between data and MC
Tree-Level and NLO predictions show very 
similar behaviour Data and MC agree within uncertainties.

Use V+jets as precision measurement
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Dynamics of W, Z bosons: dσ/dpT

36
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• Very simple final state

‣ 1 or 2 leptons

• Large statistics

‣ ~% level uncertainty

[SMP-13-006]

[SMP-13-013]

Z

No prediction matches the data, LO or NLO 
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Number of jets: W+jets @ 7 teV

37

[Eur. Phys. J.C75(2015)82]

[PLB 741 (2015)12]

Final state up to 6/7 jets. Data generally well described

jeudi 17 décembre 2015



Belgian IUAP meeting,  Antwerp, Dec 2015

LHC Run II first QCD results

38

Normalisation: data and MC are in a reasonable agreement
Shape: very good agreement

[ATLAS-CONF-2015-034]
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[ATLAS-CONF-2015-039]

Early result 
allow to 
already check if 
a dependence 
to V’s inclusive 
xsec ratio.

-W
fid! / +W

fid!
1.15 1.2 1.25 1.3 1.35

ATLAS Preliminary
-113 TeV, 85 pb

total uncertainty
stat. uncertainty

ABM12LHC
CT10nnlo
NNPDF3.0
MMHT14nnlo68CL

-W
fid! / +W

fid! = -/W+WR

 [TeV]  s
1 10

 ll
) [

nb
] 

!*"
 B

r(Z
/

# *"
Z/

$

2%10

1%10

1

)p* (p"Z/

* (pp)"Z/

 = 13 TeV)sData 2015 (

 ll!*"ATLAS  Z/
 ll!*"CMS      Z/

µµ ee/!*"CDF   Z//
 ee!*"D0      Z/
 ee!*"UA1   Z/
µµ !*"UA1   Z/

 ee!*"UA2   Z/

MSTW2008 NNLO

ATLAS Preliminary

 [TeV]  s
1 10

) [
nb

] 
!

 l 
"

 B
r(W

# 
W

$

1%10

1

10

)pW (p
W (pp)

 (pp)+W
 (pp)-W

 = 13 TeV)sData 2015 (

! l"ATLAS / CMS W/
!

+ l"
+ATLAS / CMS W/

!
- l"

-ATLAS / CMS W/
! (l/e) "CDF W/

!)µ (e/"D0 W/
! l "UA1 W
! e "UA2 W

!)-/e+ (e"±Phenix W/

MSTW2008 NNLO

ATLAS Preliminary

jeudi 17 décembre 2015



Belgian IUAP meeting,  Antwerp, Dec 2015 40

LHC Run II first QCD results: V+jets

First detector-level comparison 
between data and MC!

[ATLAS-PHYS-PUB-2015-021]
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[CMS-PAS-SMP-14-10]
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Z+>1b: powheg does the best job, MG 4F and 5F (P6) show trends
Z+2b: MG and PWG show the same trends
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Figure 4: Differential Z(1b) cross section as a function of the leading-pT b jet pT (top), and the
cross section ratio R for the leading pT jets between Z(1b) and Z+jets (bottom), compared with
the MADGRAPH 5FS, MADGRAPH 4FS and POWHEG theoretical predictions (shaded bands),
normalized to the theoretical cross sections described in the text. For each data point the statis-
tical and the total (statistical plus systematic) uncertainty are represented by the double error
bar. The width of shaded bands represents the statistical error on the theoretical predictions.
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Figure 9: Differential Z(2b) cross section as a function of the leading-pT b jet pT, compared with
the MADGRAPH 5FS, MADGRAPH 4FS and POWHEG theoretical predictions (shaded bands),
normalized to the theoretical cross sections described in the text. For each data point the statis-
tical and the total (statistical plus systematic) uncertainty are represented by the double error
bar. The width of shaded bands represents the statistical error on the theoretical predictions.
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• Very simple final 
state

‣ 1 or 2 leptons

[SMP-13-006]

[SMP-13-013]

Z

11

Figure 5: Left panel: the pW
T distribution at pre-FSR level for W− → µ−ν decay. Right panel:

the ratio of theory predictions to data. See Fig. 4 for more details.

Figure 6: Left panel: the pW
T distribution at the pre-FSR level for W → µν decay (sum of

W+ → µ+ν and W− → µ−ν). Right panel: the ratio of theory predictions to the data. See Fig. 4
for more details.

W
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Figure 5: Left panel: the pW
T distribution at pre-FSR level for W− → µ−ν decay. Right panel:

the ratio of theory predictions to data. See Fig. 4 for more details.

Figure 6: Left panel: the pW
T distribution at the pre-FSR level for W → µν decay (sum of

W+ → µ+ν and W− → µ−ν). Right panel: the ratio of theory predictions to the data. See Fig. 4
for more details.

No prediction matches the data, LO or NLO 
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Z/γ+jets ratio

• Why Z/γ?

‣ In high Pt

‣ Both Z and γ+jets are large background processes for many searches

‣ Particularly relevant for the modeling of Z→νν+jets (SUSY) in MET
+jets final state

• Exp. final state:

‣ 2 lept + >=1 jet, Pt>20 GeV, |η|<2.4, trigger match, M(ll)∈[81,101] GeV

‣ γ + >=1 jet, Pt>100 GeV, |ηγ|<1.4

43

R
at

io
Pt(V)

QCD/EWK corrections

[SMP-14-005]
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6 The ATLAS Collaboration
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Fig. 2 Projections of the unbinned mass and pseudo-proper time maximum-likelihood fit in (a) invariant mass and (b) pseudo-proper time
of the associated-production sample. The fit is used to extract the prompt and non-prompt signal fractions and is performed in two rapidity
regions: |yJ/ψ | < 1.0 and 1.0 < |yJ/ψ | < 2.1. The results are combined, presenting the mass and pseudo-proper time of all candidates inside
the analysis phase-space.

tion of Z boson candidates, after application of the sPlot
weights, is shown in Figs. 3(a) and 3(b) for prompt J/ψ
and non-prompt J/ψ events, respectively.

4.2 Properties of the Z boson candidates

Signal and multi-jet background templates for the dilepton
mass were extracted separately for Z → e+e− and Z →
µ+µ− from the Powheg MC generator described in
Sect. 3.3 and the data. The signal templates are paramet-
erised with a Gaussian distribution convolved with a Breit–
Wigner function, with an additional Gaussian, with smaller
mean value compared to the core Gaussian, to model the
radiative tails. The multi-jet templates are modelled with
an exponential function. The normalisations of the two
templates are extracted from a fit to the sPlot-weighted Z
invariant mass distributions (Fig. 3). The numbers of back-
ground events estimated in the Z signal region, defined as
mZ

PDG ± 10GeV, are 0 ± 4 (1 ± 4) and 1 ± 5 (0 ± 5) for
the Z → e+e−(µ+µ−) candidates associated with prompt
and non-prompt J/ψ, respectively, supporting the hypo-
thesis that the sample is dominated by genuine Z + J/ψ
events. The background estimation procedure was verified
with toy MC simulation.

4.3 Pileup background

During the 2012 data-taking period the average number
of pp interactions per bunch crossing at ATLAS was 20.7.

While the most likely scenario is that all but one of these
inelastic collisions are low-pT background events, there is
a certain probability that two or more of these produce a
hard scatter. Of these cases, some produce a Z from one
scatter, and a J/ψ from another. To exclude as many as
possible of these background events, the two dilepton ver-
tices are required to be separated along the z-axis by less
than 10mm. The remaining contamination can be estim-
ated using four ingredients: the spread of the beam spot in
z for the data-taking period of relevance; the J/ψ produc-
tion cross-sections (prompt or non-prompt) from pp colli-
sions at 8TeV; the number of Z candidates; and the mean
number of inelastic interactions per proton–proton bunch
crossing, 〈µ〉. This latter quantity is calculated from the
instantaneous luminosity, L, as 〈µ〉 = Lσinel/nbfr, where
σinel is the pp inelastic cross-section (equal to 73 mb [74]),
nb is the number of colliding bunches and fr is the LHC
revolution frequency.

To estimate the mean number of pileup collisions occur-
ring within 10mm of a given Z vertex, an MC procedure
is used. A number of pileup vertices are sampled from the
luminosity-weighted distribution of 〈µ〉. These vertices are
distributed according to a Gaussian function with width
48±3mm, equal to the measured width of the proton beam
spread in the z-coordinate. The number of additional ver-
tices which lie within 10mm of a randomly selected vertex,
is determined to be Nextra = 2.3± 0.2.

As it has been verified that the J/ψ reconstruction ef-
ficiency is independent of the number of interactions per

Production of prompt and non-prompt J/ψ mesons in association with a Z boson. 13

be consistent, within the still sizeable uncertainties, with
the observed rates and the plateau observed at small azi-
muthal separations between the produced Z bosons and
J/ψ, illustrated in Fig. 4.

The small ∆φ(Z, J/ψ) region is sensitive to DPS con-
tributions and can be used to limit the maximum al-
lowed double parton scattering contribution to the ob-
served signal, which corresponds to a lower limit on σeff ,
by conservatively assuming that all observed signal in the
first bin (∆φ(Z, J/ψ) < π/5 region) is due to DPS. As
the estimated relative signal contribution from DPS pro-
cesses is largest in prompt production, the data from Z +
prompt J/ψ provides the most stringent limit on the rate
of DPS interactions. The data uncertainties and uncer-
tainties inherent in the DPS estimate allow a lower limit
σeff > 5.3mb (3.7mb) at 68% (95%) confidence level to be
extracted from the Z + prompt J/ψ data.

A model-independent upper limit on σeff cannot be ex-
tracted from these data, as such a limit corresponds to a
minimum rate of DPS contribution at small ∆φ(Z, J/ψ).
While SPS contributions are largest at wide angles, a sig-
nificant SPS contribution is possible at low angles due to
high-order processes [86].

6.4 Differential production cross-section measurements

Extending upon the measurement of the total inclus-
ive production ratios Rincl

Z + J/ψ and determination of
the DPS contribution, the differential cross-section ratio
dRincl

Z + J/ψ/dpT is measured as a function of the trans-
verse momentum of the J/ψ for both the prompt and
non-prompt signals, using the sPlot weights obtained from
the fit procedure. The differential DPS contribution (us-
ing σeff = 15mb) is shown together with the inclusive
cross-section ratio in each kinematic interval in Fig. 6 and
in Table 5. The observed pT dependence is significantly
harder than for inclusive J/ψ production [4].

The measured differential production cross-section ra-
tio for prompt J/ψ production is compared to NLO colour-
singlet and colour-octet predictions. As these predictions
are for single parton scattering rates, the estimated DPS
contribution is added to the theoretical predictions to allow
like-for-like comparison between theory and data. Theory
predicts that colour-octet contributions exceed the produc-
tion rate from singlet processes by approximately a factor
of two, with colour-octet processes becoming increasingly
dominant for higher pT of the J/ψ. The combination of
DPS and NLO NRQCD contributions tends to underestim-
ate the production rate observed in data, with the discrep-
ancy increasing with transverse momentum and reaching
a factor of 4–5 at pJ/ψT > 18GeV. A significant SPS con-
tribution to Z + non-prompt J/ψ production rate from
Z + b-jet production, where the jet contains a J/ψ meson,
is expected but has not been evaluated for this article. The
data presented here offer the opportunity to test Z + b-jet
production at low transverse momentum.
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Fig. 6 Production cross-section of J/ψ in association with a Z boson
as a function of the pT of prompt J/ψ, and non-prompt J/ψ, norm-
alised to the inclusive Z cross-section. Overlaid on the measurement
is the contribution to the total signal originating from double parton
scattering (DPS) interactions. Theoretical predictions at NLO accur-
acy for the SPS contributions from colour-singlet (CS) and colour-
octet (CO) processes are added to the DPS estimate and presented
in comparison to the data as solid bands.
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TABLE I: The ratio of integrated cross sections, σ(pp̄ → Z + 2 b jet)/σ(pp̄ → Z + 2 jet) together with statistical
uncertainties (δstat) and total systematic uncertainties (δsyst). The column δtot shows the total experimental

uncertainty obtained by adding δstat and δsyst in quadrature. The last three columns show theoretical predictions
obtained using NLO QCD with scale uncertainties and two MC event generators, pythia and alpgen.

σ(pp̄ → Z + 2 b jet)/σ(pp̄ → Z + 2 jet)

Data ±δstat ± δsyst δtot nlo qcd(mstw) pythia alpgen

(2.36± 0.32 ± 0.35) × 10−2 0.47×10−2 (1.76± 0.26) × 10−2 2.42×10−2 2.21×10−2

data sample collected by the D0 experiment in Run II
of the Tevatron, corresponding to an integrated luminos-
ity of 9.7 fb−1 at a center-of-mass energy of 1.96 TeV.
The measured integrated ratio of 0.0236±0.0032 (stat)±
0.0035 (syst) is in agreement with the theoretical predic-
tions within uncertainties.
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Z+2bj/Z+2j

Pythia and ALPGEN predictions match the data
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100 200 300 400 500
 > 10 GeV) [fb]

T
(pZ+b!

50 100 150 200 250
 > 20 GeV) [fb]

T
(pZ+b!

MCFM MSTW08 massive LO
MCFM MSTW08 massless LO
MCFM MSTW08 massless NLO

 statData
 totData

Figure 3: Z+b-jet cross-section for two pT(jet) thresholds. The colour band shows the LHCb

measurement (with the inner orange band showing the statistical uncertainty, and the outer

yellow band showing the total uncertainty). The points with error bars correspond to the

theoretical predictions with the inner error bars indicating their PDF uncertainties. These cross-

sections are evaluated within the fiducial region pT(µ) > 20GeV, 60GeV < M(µ−µ+
) < 120GeV,

2 < η(jet) < 4.5, 2 < η(µ) < 4.5 and ∆R(jet, µ) > 0.4.

corresponding to an integrated luminosity of 1.0 fb
−1

of data collected in 2011 by the

LHCb collaboration. Results are reported for the kinematic region 2.0 < η(µ) < 4.5,
pT(µ) > 20GeV, 60 < M(µ+µ−

) < 120GeV, pT(jet) > 10(20)GeV, 2.0 < η(jet) < 4.5 and

∆R(jet, µ) > 0.4. The measured cross-sections are

σ(Z/γ∗
(µ+µ−

)+b-jet) = 295± 60 (stat)± 51 (syst)± 10 (lumi) fb

for pT(jet)> 10GeV, and

σ(Z/γ∗
(µ+µ−

)+b-jet) = 128± 36 (stat)± 22 (syst)± 5 (lumi) fb

for pT(jet)> 20GeV.

The results are in agreement with MCFM predictions for massless and massive bottom

quark calculations.
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to the theoretical cross sections described in the text. For each data point the statistical and the
total (statistical plus systematic) uncertainty are represented by the double error bar. The width
of shaded bands represents the statistical error on the theoretical predictions.
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Table 3: Summary of the results and SM predictions. For each measurement the first uncertainty is
statistical, while the second is systematic. The fiducial definition requires a jet with pT > 20GeV
in the pseudorapidity range 2.2 < η < 4.2, a muon with pT > 20GeV in the pseudorapidity range
2.0 < η < 4.5, pT(µ + j) > 20GeV, and ∆R(µ, j) > 0.5. For Z+jet events both muons must
fulfill the muon requirements and 60 < M(µµ) < 120GeV; the Z+jet fiducial region does not
require pT(µ+ j) > 20GeV.

Results SM prediction
7TeV 8TeV 7TeV 8TeV

σ(Wb)
σ(Wj) × 102 0.66± 0.13± 0.13 0.78± 0.08± 0.16 0.74+0.17

−0.13 0.77+0.18
−0.13

σ(Wc)
σ(Wj) × 102 5.80± 0.44± 0.75 5.62± 0.28± 0.73 5.02+0.80

−0.69 5.31+0.87
−0.52

A(Wb) 0.51± 0.20± 0.09 0.27± 0.13± 0.09 0.27+0.03
−0.03 0.28+0.03

−0.03

A(Wc) −0.09± 0.08± 0.04 −0.01± 0.05± 0.04 −0.15+0.02
−0.04 −0.14+0.02

−0.03

σ(W+j)
σ(Zj) 10.49± 0.28± 0.53 9.44± 0.19± 0.47 9.90+0.28

−0.24 9.48+0.16
−0.33

σ(W−j)
σ(Zj) 6.61± 0.19± 0.33 6.02± 0.13± 0.30 5.79+0.21

−0.18 5.52+0.13
−0.25

O(10%). The ratio σ(Wb+top)/σ(Wj), i.e. the ratio for the W+b final state without top
quark subtraction, is measured to be 1.17± 0.13 (stat)± 0.18 (syst)% at

√
s = 7TeV and

1.29± 0.08 (stat)± 0.19 (syst)% at
√
s = 8TeV, which agree with the NLO SM predictions

of 1.23± 0.24% and 1.38± 0.26%, respectively.
The σ(Wc)/σ(Wj) ratio is much larger than σ(Wb)/σ(Wj), which is consistent with

Wc production from intrinsic s quark content of the proton. The measured charge
asymmetry for W+c is about 2σ smaller than the predicted value obtained with CT10,
which assumes symmetric s and s̄ quark PDFs. This could suggest a larger than expected
contribution from scattering off of strange quarks or a charge asymmetry between s and
s̄ quarks in the proton. The ratio σ(W+j)/σ(Zj) is consistent within 1σ with NLO
predictions, while the observed σ(W−j)/σ(Zj) ratio is higher than the predicted value by
about 1.5σ.
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Table 3: Summary of the results and SM predictions. For each measurement the first uncertainty is
statistical, while the second is systematic. The fiducial definition requires a jet with pT > 20GeV
in the pseudorapidity range 2.2 < η < 4.2, a muon with pT > 20GeV in the pseudorapidity range
2.0 < η < 4.5, pT(µ + j) > 20GeV, and ∆R(µ, j) > 0.5. For Z+jet events both muons must
fulfill the muon requirements and 60 < M(µµ) < 120GeV; the Z+jet fiducial region does not
require pT(µ+ j) > 20GeV.

Results SM prediction
7TeV 8TeV 7TeV 8TeV

σ(Wb)
σ(Wj) × 102 0.66± 0.13± 0.13 0.78± 0.08± 0.16 0.74+0.17

−0.13 0.77+0.18
−0.13

σ(Wc)
σ(Wj) × 102 5.80± 0.44± 0.75 5.62± 0.28± 0.73 5.02+0.80

−0.69 5.31+0.87
−0.52

A(Wb) 0.51± 0.20± 0.09 0.27± 0.13± 0.09 0.27+0.03
−0.03 0.28+0.03

−0.03

A(Wc) −0.09± 0.08± 0.04 −0.01± 0.05± 0.04 −0.15+0.02
−0.04 −0.14+0.02

−0.03

σ(W+j)
σ(Zj) 10.49± 0.28± 0.53 9.44± 0.19± 0.47 9.90+0.28

−0.24 9.48+0.16
−0.33

σ(W−j)
σ(Zj) 6.61± 0.19± 0.33 6.02± 0.13± 0.30 5.79+0.21

−0.18 5.52+0.13
−0.25

O(10%). The ratio σ(Wb+top)/σ(Wj), i.e. the ratio for the W+b final state without top
quark subtraction, is measured to be 1.17± 0.13 (stat)± 0.18 (syst)% at

√
s = 7TeV and

1.29± 0.08 (stat)± 0.19 (syst)% at
√
s = 8TeV, which agree with the NLO SM predictions

of 1.23± 0.24% and 1.38± 0.26%, respectively.
The σ(Wc)/σ(Wj) ratio is much larger than σ(Wb)/σ(Wj), which is consistent with

Wc production from intrinsic s quark content of the proton. The measured charge
asymmetry for W+c is about 2σ smaller than the predicted value obtained with CT10,
which assumes symmetric s and s̄ quark PDFs. This could suggest a larger than expected
contribution from scattering off of strange quarks or a charge asymmetry between s and
s̄ quarks in the proton. The ratio σ(W+j)/σ(Zj) is consistent within 1σ with NLO
predictions, while the observed σ(W−j)/σ(Zj) ratio is higher than the predicted value by
about 1.5σ.
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Figure 3: Z+b-jet cross-section for two pT(jet) thresholds. The colour band shows the LHCb

measurement (with the inner orange band showing the statistical uncertainty, and the outer

yellow band showing the total uncertainty). The points with error bars correspond to the

theoretical predictions with the inner error bars indicating their PDF uncertainties. These cross-

sections are evaluated within the fiducial region pT(µ) > 20GeV, 60GeV < M(µ−µ+
) < 120GeV,

2 < η(jet) < 4.5, 2 < η(µ) < 4.5 and ∆R(jet, µ) > 0.4.

corresponding to an integrated luminosity of 1.0 fb
−1

of data collected in 2011 by the

LHCb collaboration. Results are reported for the kinematic region 2.0 < η(µ) < 4.5,
pT(µ) > 20GeV, 60 < M(µ+µ−

) < 120GeV, pT(jet) > 10(20)GeV, 2.0 < η(jet) < 4.5 and

∆R(jet, µ) > 0.4. The measured cross-sections are

σ(Z/γ∗
(µ+µ−

)+b-jet) = 295± 60 (stat)± 51 (syst)± 10 (lumi) fb

for pT(jet)> 10GeV, and

σ(Z/γ∗
(µ+µ−

)+b-jet) = 128± 36 (stat)± 22 (syst)± 5 (lumi) fb

for pT(jet)> 20GeV.

The results are in agreement with MCFM predictions for massless and massive bottom

quark calculations.
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Figure 6: Differential Z(1b) cross section as a function of the Z boson pT (top), and the cross
section ratio R between Z(1b) and Z+jets (bottom), compared with the MADGRAPH 5FS, MAD-
GRAPH 4FS and POWHEG theoretical predictions (shaded bands), normalized to the theoretical
cross sections described in the text. For each data point the statistical and the total (statisti-
cal plus systematic) uncertainty are represented by the double error bar. The width of shaded
bands represents the statistical error on the theoretical predictions.

jeudi 17 décembre 2015



Belgian IUAP meeting,  Antwerp, Dec 2015

Neutral ZZγ and Zγγ aTGC: Zγ and ZZ
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1

1 Introduction1

The measurement of the Z plus γ production in proton-proton collisions is presented. For this2

analysis the decays of the Z boson into a pair of electrons (e+e
−) or muons (µ+µ−) are consid-3

ered. An integrated luminosity of 19.5 fb−1 at
√

s = 8 TeV is used.4

The Feynman diagrams of the two leading order processes allowed in the standard model5

(SM) are shown in Fig. 1. Self interactions among gauge bosons are fixed in the SM by the local6

U(1)Y × SU(2)L gauge group. A direct anomalous triple gauge coupling (aTGC) of a photon7

and a Z boson is not allowed. Photons can only couple to charged particles like a quark in the8

initial state (ISR) or a lepton in the final state (FSR). At higher order of QCD, photons are also9

produced by jet fragmentation. Photons from fragmentation are not considered as signal and10

are excluded by requiring isolated photons.11

The high energy and luminosity of the LHC allows a photon pT dependent measurement of the12

inclusive and exclusive production cross sections. The existence of aTGC would lead to an ex-13

cess of photons with high transverse momentum. Such an excess is not observed and limits on14

the strength of Zγγ and ZZγ couplings are set. These limits are improved compared to former15

measurements [1–5]. The strategy of this analysis is to measure photons with a separation from16

the leptons of ∆R(l, γ) > 0.7 where ∆R =
�
(∆φ)2 + (∆η)2 with the azimuth φ and the pseu-17

dorapidity η defined as η = − ln(tan(θ/2)), where cos(θ) = pz/p. In this region the fraction of18

FSR is reduced and photons originating from ISR or aTGC are dominant. The crucial point of19

this analysis is the estimation of background. There are photons indirectly produced in decays20

of π0 or η and other particles faking a photon-like signature in the detector. To estimate the21

background two template methods are used. Since the correlation between the two templates22

is low the methods can be considered as independent tests. One template variable is based on23

the electromagnetic shower width and the other one uses an isolation variable (see Section 4).24
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Figure 1: Leading order Feynman diagrams for the production of Z plus γ in proton-proton

collisions. Left: process of initial state radiation. Middle: process of final state radiation. Right:
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Figure 5: Top: combined exclusive cross section for the two lepton channels compared to the
MCFM (NLO) and SHERPA SM predictions. The whole SHERPA sample (inclusive) is normal-
ized to the NNLO cross section. Bottom: for the exclusive measurement the ratio to the MCFM
(NLO) prediction shows a good agreement in all pγ

T bins.
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Table 5: Summary of existing 95% C.L. intervals for the neutral ATGC coefficients.
Experiment f Z

4 f γ
4 f Z

5 f γ
5 Ref. Comments

LEP [-0.30; 0.30] [-0.17; 0.19] [-0.34; 0.38] [-0.32; 0.36] [31] LEP combination
No form factors, 1D

CDF [-0.12; 0.12] [-0.10; 0.10] [-0.13; 0.12] [-0.11; 0.11] [32] Λ = 1.2 TeV
D∅ [-0.28; 0.28] [-0.26; 0.26] [-0.31; 0.29] [-0.20; 0.28] [33] 1 fb−1, Λ = 1.2 TeV

CMS [-0.011; 0.012] [-0.013; 0.015] [-0.012; 0.012] [-0.014; 0.014] [3] No form factors
ATLAS [-0.013; 0.013] [-0.015; 0.015] [-0.013; 0.013] [-0.016; 0.015] [34] No form factors
ATLAS [-0.019; 0.019] [-0.022; 0.023] [-0.020; 0.019] [-0.023; 0.023] [34] Λ = 3 TeV

the previous section. Limits on the four f V
i parameters are set by comparing the data with

theoretical predictions.

Fig. 3 shows the charged dilepton pT distribution after the full selection described in Table 1, in
data and MC, including SHERPA samples with different values of the f Z

4 parameter. The con-
tribution from the anomalous couplings enhances the high-pT region of the distribution. The
charged dilepton pT is thus a good observable to probe for the presence of ATGCs. The DY
and non-resonant backgrounds are estimated with the data-driven methods described above.
The SM modes of the ZZ process are simulated here using the MADGRAPH sample described
in Section 2, with NLO cross section from MCFM. In the search for ATGCs, the SM production
of ZZ represents a background, while the sole contribution of the ATGCs constitutes the signal.
This is extracted from the SHERPA samples mentioned above, by subtracting the SM contribu-
tion to the charged dilepton pT. Such signal is shown in Fig. 3. The interference of ATGC signal
and SM ZZ production is accounted for except for pT(Z) < 200 GeV/c, which has negligible
impact on the limits.
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Figure 3: Dilepton (� = e, µ) transverse momentum distributions at 7 TeV (left) and 8 TeV (right).
DY and non-resonant backgrounds are estimated with data-driven methods. The gray error
band includes statistical and systematic uncertainties on the predicted yields. In the bottom
plots, error bars and bands are relative to the total predicted yields.

The limits are calculated with the modified frequentist construction CLS [26], using a binned
profile likelihood test statistic based on the charged dilepton pT bins in Fig. 3. We set one-
dimensional limits on the four parameters, i.e. varying independently a single parameter at
a time, while fixing the other three to 0. The 95% C.L. one-dimensional limits on the four
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Table 2: Observed and expected upper and lower limits at 95% CL limits on the nine dimension-

eight operators that effect quartic couplings between the weak gauge bosons. Limits from

unitarity are reported. The units are TeV
−4

.

Operator coefficient Exp. lower Exp. upper Obs. lower Obs. upper Unitarity limit

FS,0/Λ4 −42 43 −38 40 0.016

FS,1/Λ4 −129 131 −118 120 0.050

FM,0/Λ4 −35 35 −33 32 80

FM,1/Λ4 −49 51 −44 47 205

FM,6/Λ4 −70 69 −65 63 160

FM,7/Λ4 −76 73 −70 66 105

FT,0/Λ4 −4.6 4.9 −4.2 4.6 0.027

FT,1/Λ4 −2.1 2.4 −1.9 2.2 0.022

FT,2/Λ4 −5.9 7.0 −5.2 6.4 0.08
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Figure 2: The m�� distributions (left) after full selection with all SM backgrounds and FT,0/Λ4 =
−5.0, 0 (SM), and 5.0 TeV

−4
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dimensional 95% CL limits (right) for FS0/Λ4 and FS1/Λ4.So far, no evidence for aQGC: new couplings (Phys. Rev. D 74 (2006) 073005) compatible with 0
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