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Content

Emerging requirements on physics performance

Feedback and requests for software robustness and 
performance

LHCb Feedback
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Hadronic Issues

Issues reported, in order of decreasing “impact” on data

Discontinuities in some calorimeter observables as a function of the beam energy, due to the 
transition between hadronic models

 It can affect the simulation of jets

It can affect the hadronic calibration of ATLAS calorimeters

Proton longitudinal shower profiles are shorter than data in QGS-based Physics Lists, due to 
diffraction

It can affect the simulation of jets

Lateral shower profiles are a bit narrower than data

Probably not a big issue for LHC experiments, but for ILC it 
  could be a serious problem (very granular calorimeters)

Energy resolution a bit too good in simulation

Energy response a few % too high in simulation

See A. Ribon’s Presentation Friday
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Additional Feedback/Requests

Hadron response in W:

Initial studies from CLIC report unphysical response to hadrons in a tungsten block: bi-
modal response (under study), much probably related to the “transition region” effect

Visualization of Boolean solids (CMS)

Physics lists per G4Region:

This would allow to optimize performance Vs accuracy for systems with different 
calorimeters (homogeneous  Vs sampling). This is important for CMS

Muon Multiple Scattering:

Correlation between angle and displacement is lost after LHCb Absorbers. Due to long 
G4Steps limited only by volume boundaries, displacement is not correctly simulated

Physics lists potential issues for LHCb (LHEP)

LHCb requires that interactions of pions and kaons in thin (Si) layers is well described: 
dE/dx but also cross-sections

CMS: Interest in use of Glauber-Gribov cross section above 90-100 GeV

BESIII: poor anti-proton simulation (cross sections)

4

Se
e 

LH
C

b 
m

at
er

ia
l



A. Dotti 14th Geant4 Users and Collaboration Workshop

Performance/Robustness Issues
Bugs/Crashes:

No major reports. Report from ATLAS: crash in hadronics with G4 9.2 (under study). 
Since October ’08 produced over 650*106 events (plus additional 500*106 events w/o 
calorimeters)

Robustness:

Stuck tracks: ATLAS reports 0.1%-1% jobs (=1/5000-50000 events or 1/~1011-12 Steps) 
with one track making very small steps(but big enough to prevent warnings), track 
processing takes very long and the job is eventually aborted

LHCb report: potential overlaps from rounding issues. Two exactly equal numbers in 
geometry-database may differ (Δ<<μm) after geometry transformations are applied. 
Can G4 geometry module improve checks to reduce these cases?

Reproducibility:

CMS reports that history of same job with gcc345 and gcc432 differs. Example: inelastic 
interaction producing two different final states (under study)

Use of Memory:

LHC experiments report high use of memory, improvements are possible optimizing 
code and reducing memory fragmentation
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LHCb Contribution
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Conclusions

Major issues under investigation are on hadronic 
simulation

No major issues on the technical side, however, since the 
experiment sw is becoming mature and stable more and 
more emphasis is put on performance/robustness 
(especially use of memory and reproducibility)

Geant4 9.2.pXX will be the simulation code for ATLAS, 
CMS and LHCb first runs: we can expect many new 
comparison (and requests) with first data in 2010
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Backup Material
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Pion Response In W
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Memory Usage

Example from ATLAS:

G4Transportation alloc/dealloc lot of memory

Default stepper (RK4) access memory ten times per step

An ATLAS custom stepper reduces access to B-field and adds 
caching of values 

Similar problem in BERTINI code (many alloc/dealloc):

Some patches done to improve code

Smaller number of alloc/dealloc improves also performances: 
ATLAS reduction of 1.3GB/event of alloc/dealloc saves 10% CPU
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Energy Response Discontinuities 

Energy response
in simplified Cu-LAr 

calorimeter

QGSP_BERT transitions
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K/π In Thin Layers (LHCb)

Cross sections used at the moment:

σπN (LHEP): GEISHA cross-section

σπN (OTHERS): Barashenkov cross-section data  

σKN : GEISHA cross-section from πN with scaling factor

σpN(LHEP): GEISHA cross-section data

σpN (OTHERS): Wellish-Axen cross-section

Different models for cross sections under validation, will 
increase flexibility/precision

probably non optimal
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Performance: ATLAS

QGSP_BERTQGSP

G4 9.2
p1 p2

G4 9.1p3G4 8.3p3

-20% with slc5/gcc4.3WARNING: timing of ATLAS sw, not only G4 code
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Simulation Optimization 
(CMS)

Tuning and 
optimization of the 

CMS simulation 
software; F. Cossutti; 

CHEP 2009
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