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Fig. 1. Dark matter may have non-gravitational interactions with one or more of four categories of particles: nuclear matter, leptons, photons and other bosons, and other
dark particles. These interactions may then be probed by four complementary approaches: direct detection, indirect detection, particle colliders, and astrophysical probes.
The lines connect the experimental approaches with the categories of particles that they most stringently probe (additional lines can be drawn in specific model scenarios).
The diagrams give example reactions of dark matter (DM) with standard model particles (SM) for each experimental approach.

to discriminate against backgrounds. Depending on the target
material, experiments can be sensitive to (a combination of) spin-
dependent and spin-independent WIMP interactions with matter.
The sensitivity of the current generation of detectors for spin-
independent (spin-dependent) cross sections for scattering off
protons is approaching �

p

SI ⇠ 10�45 cm2 (� p

SD ⇠ 10�39 cm2)
for WIMP masses of ⇠100 GeV, with orders of magnitude
improvement expected in the coming decade [42]. In the last years
a number of experiments have reportedpotential signals that could
be interpreted as very light (10 GeV) DM particles. Although this
interpretation is still inconclusive, it greatly motivates designing
experiments with low threshold energies.

Axions also have strong prospects for direct detection. Cos-
mological and astrophysical constraints restrict the allowed axion
mass range to be between 1 µeV and 1 meV. In a static magnetic
field, there is a small probability for cosmologically produced ax-
ions to be converted by virtual photons to real microwave photons
by the Primakoff effect [44]. This would produce a monochromatic
signal with a line width of dE/E ⇠ 10�6, which could be detected
in a high-Q microwave cavity tunable over GHz frequencies. In the
near future, these searches will be sensitive to models with axion
mass⇠ µeV, which is the favoredmass range if axions are a signif-
icant component of dark matter.

3.2. Indirect detection

In contrast to direct detection experiments, indirect detection
efforts do not aim to detect dark matter particles themselves. In-
stead, they attempt to detect the standard model particles that are
produced in their annihilations or decays. Signals for indirect de-
tection experiments include photons (gamma rays, X-rays, radio),
neutrinos and cosmic rays (including positrons, electrons, antipro-
tons, and antideuterons). Many types of detectors and telescopes
have beendesigned anddeployedwith these goals inmind, ranging
from space- and ground-based gamma-ray telescopes and cosmic-
ray detectors, to large underground, under-ice, and underwater
neutrino telescopes [45]. Current and planned indirect search ex-
periments are listed in [46].

Motivating the existing and planned indirect detection efforts
is the characteristic annihilation cross section of WIMP thermal
relics. Although the precise value of this cross section depends
on a number of model-dependent features, WIMP candidates that
annihilate to the correct relic density to be dark matter typically
have average cross sections (multiplied by the relative velocity of
the annihilating WIMPs) of h�vi ⇠ 3 ⇥ 10�26 cm3/s.

Excitingly, indirect detection experiments have started to reach
the level of sensitivity required to discover WIMPs with this an-
nihilation cross section (thermal WIMP). Current constraints from
the FermiGamma-Ray Space Telescope observations of someMilky
Way satellite galaxies have begun to exclude the low-mass region
of some thermal WIMP models [47]. On the other hand, there are
excesses seen in gamma rays andmicrowaves towards the Galactic
Center that are remarkably consistent with a thermal WIMP dark
matter interpretation, though other explanations have not been
ruled out.

Measurements of the cosmic-ray antiproton spectrum from
PAMELA also constrain some of the thermal WIMP models, with
further results expected from AMS-02 experiment on the Interna-
tional Space Station. Above about 10 GeV, there is an excess in the
cosmic-ray positron flux which is seen by PAMELA, Fermi and the
AMS-02 experiments. This has been interpreted as a sign of dark
matter annihilating to leptons, although nearby pulsars could also
provide an explanation. The indirect detection of dark matter is a
major science goal of the kilometer-scale neutrino telescope Ice-
Cube as well. In contrast to other indirect searches, neutrino tele-
scopes are most sensitive to WIMPs that annihilate in the core of
the Sun. Current constraints from IceCube data have begun to ex-
clude otherwise viable WIMP models.

Indirect searches are not limited to dark matter in the form
of WIMPs. Sterile neutrinos, for example, are predicted to decay,
leading to potentially observable X-ray spectral lines [48]. Solar
axion searches are sensitive to axions produced in the Sun (because
of their coupling to photons) which then convert in the magnetic
field of the detector [49].

3.3. Particle colliders

Darkmattermay also be produced in high-energy particle colli-
sions. For example, if dark matter has substantial couplings to nu-
clear matter, it can be created in proton–proton collisions at the
Large Hadron Collider (LHC). Once produced, dark matter particles
will likely pass through detectors without a trace, but their exis-
tencemay be inferred froman imbalance in the visiblemomentum,
just as in the case of neutrinos. Searches for dark matter at the LHC
are therefore typified by missing momentum, and can be catego-
rized by the nature of the visible particles that accompany the dark
matter production. Because backgrounds are typically smaller for
larger values of missing momentum, collider searches tend to be
most effective for low-mass dark matter particles, which are more
easily produced with high momentum.
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Fig. 1. Dark matter may have non-gravitational interactions with one or more of four categories of particles: nuclear matter, leptons, photons and other bosons, and other
dark particles. These interactions may then be probed by four complementary approaches: direct detection, indirect detection, particle colliders, and astrophysical probes.
The lines connect the experimental approaches with the categories of particles that they most stringently probe (additional lines can be drawn in specific model scenarios).
The diagrams give example reactions of dark matter (DM) with standard model particles (SM) for each experimental approach.
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Fermi-LAT 4-YFerear All-Sky Map 
(>1GeV)

Galactic Diffuse Emission

Pulsars (>100)

Active Galactic Nuclei (>1100)

Isotropic Diffuse Emission

+ Pulsar Wind Nebulae + Supernova Remnants + Globular Clusters + 
Starburst Galaxies + Unassociated Sources + ...
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Fermi-LAT 4-Year Gamma-Ray  
Sky Map (E>1GeV)
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The Fermi Large Area Telescope

Si-Strip Tracker: 
convert γ->e+e- 

reconstruct γ direction 
EM vs. hadron separation

Hodoscopic CsI Calorimeter: 
measure γ energy 
image EM shower 
EM v. hadron separation

Anti-Coincidence Detector:   
Charged particle separation

Fermi LAT Collaboration: 
~400 Scientific Members, 
NASA / DOE & International 
Contributions  

Public Data Release: 
All γ-ray data made public within 
24 hours (usually less)

γ

e+ e -

Energy Range: 
20 MeV to > 300 GeV

Field of Veiw: 
2.4 sr (whole sky in 3h)

Point Spread Function: 
r68 ~ 0.8 (E/1Gev)-0.8

Energy Resolution:  
> 15% (100 MeV to 300 GeV)

Atwood et al., ApJ 697, 1071 (2009)
Ackermann et al. ApJS 203, 4 (2012)
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Gamma-Ray Lines
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Gustafsson et al. PRL 99, 041301 (2007)

• Annihilation into γγ or γX (X = Z0, H0, …) 
will produce a distinct spectral feature 
– Clean signal (hard to mimic with 

astrophysics) 
– Low statistics (suppressed by a 

factor of 102 to 103 in many models)

Bergstrom et al. Nucl. Phys. B504, 27 (1997)
Ferrer et al., Phys. Rev D74, 115007 (2006)

Profumo, Phys. Rev. D78, 023507 (2008)
... etc.
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2012: Evidence for a narrow spectral feature at ~130 
GeV near the Galactic center (GC):  
• Signal is particularly strong in 2 out of 5 test regions, shown above.   
• 4-5σ (local), with S/N ≈ 30% - 60% in optimized regions of interest.

Bringmann et al. JCAP 1207, 054 (2012)  
Weniger, JCAP 1208, 007 (2012)
Su & Finkbeiner arXiv:1206.1616 (2012)

Fractional Residual (i.e., S/N): 
f = slocal

2 / ns 

f = 0.34

f = 0.41

Claim of Gamma-ray Line  
in Public LAT Data
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• 4.5
• 4.1
• 3.3σ (local) 2D fit at 135 GeV with 4-year reprocessed data; < 2σ (global)

Fermi-LAT Collaboration line analysis incorporates: 
– Systematic effects: peaks and dips in the effective area, particle backgrounds, energy 

redistribution, signal in the Earth Limb data set 
– Improved calibrations, analysis techniques (energy reconstruction probability), integration 

time, ...
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(i.e., where the significances were the greatest): R3, opti-
mized for a contracted NFW profile, and R16, optimized
for the Einasto profile. Recall that for the R16 data set, we
removed events near bright 2FGL sources (see Sec. II A).

However, this masking only removes four events near
133 GeV within 3! of the Galactic center.
In order to better compare our results with the works

referenced above, we fit the P7CLEAN (unreprocessed) data
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FIG. 12. Fits for a line near 130 GeV in R3: (a) at 130 GeV in
the P7CLEAN data, using the 1D energy dispersion model (see
Sec. IV); (b) at 133 GeV in the P7REP_CLEAN data, again using
the 1D model; (c) same as (b), but using the 2D energy disper-
sion model (see Sec. IV). The solid curve shows the average
model weighted using the PE distribution of the fitted events.
Note that these fits were unbinned; the binning here is for
visualization purposes, and also that the x axis binning in (a)
is offset by 3 GeV relative to (b) and (c).
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FIG. 13. Fit for a line near 130 GeV in R16: (a) at 130 GeV in
the P7CLEAN data, using the 1D energy dispersion model (see
Sec. IV); (b) at 133 GeV in the P7REP_CLEAN data, again using
the 1D model; (c) same as (b), but using the 2D energy disper-
sion model (see Sec. IV). The solid curve shows the average
model weighted using the PE distribution of the fitted events.
Note that these fits were unbinned; the binning here is for
visualization purposes, and also that the x axis binning in (a)
is offset by 3 GeV relative to (b) and (c).

SEARCH FOR GAMMA-RAY SPECTRAL LINES WITH THE . . . PHYSICAL REVIEW D 88, 082002 (2013)

082002-15

Un-binned fit in 4°x4° GC ROI 
(binned for plotting)

Ackermann et al., PRD 88, 082002 (2013)

A Deeper Look with Pass 7
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difficult to reconstruct accurately because of energy leak-
age of the shower into the gaps between modules, or
towers. Pass 8 applies an improved handling of this leakage
in the energy reconstruction algorithms. We show in Fig. 10
the distance of each reconstructed centroid from the center
of the calorimeter gap for the events passing the compari-
son selection outlined above. Each calorimeter crystal has a
width of 326 mm and the gap between modules of 44 mm
[15]. This yields a total width of 370 mm. In this figure,
0 mm marks the distance from the middle of the gap
between sets of crystals. The figure at the top also includes
a graphic to illustrate the location of the edge of the
calorimeter crystal with the center located at 185 mm.

About half of the overlapping events between Pass 7REP
and Pass 8 in the 120–150 GeV energy range were
reconstructed with centroids near the edges of the towers
(<60 mm from the center of the gap). As a consequence,
these events had the largest differences in reconstructed
energy and comprised the tails of the distribution shown on
the left in Fig. 10. There appears to be a slight enhancement
of events where much of the shower was lost between
modules in the energy range around 133 GeV relative to all
events above 20 GeV.

B. Feature in R3

To understand the impact of Pass 8 on R3, we first
considered the same time and energy range as our previous
3.7-year search [19]. The feature in Pass 7REP, which was
narrower than the energy resolution of the LAT and had a
local significance of 3.3σ. With Pass 8 the excess present in
Pass 7REP data is reduced to a local significance of 2σ as is
shown in Fig. 11.
We then considered the data for the full 5.8-year time

range. Figure 12 shows the fit for a γ-ray line at 133 GeV in
the 5.8-year Pass 7REP and Pass 8. The Pass 8 data are fit
using the method described in Sec. V and the Pass 7REP
data are fit similarly, but using the 2DDeff model described
in Sec. IVof Ref. [19]. The Pass 7REP curve shows a clear
decrease in local significance (from 3.3σ to 2σ) with respect
to the previous line analysis over a shorter time interval
[19]. Similarly for the Pass 8 data, the local significance
also decreases (2σ to <1σ) using the full 5.8-year data set.

C. Feature in the Earth Limb

The γ-ray spectrum of the Earth Limb (see Table I) is
expected to be featureless; however, in the Pass 7REP data
a 2σ feature was found at the same energy as the feature in
R3 [19,36]. This was a strong indication that the feature
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FIG. 11 (color online). Fit at 133 GeV for a γ ray in the 3.7-year
Pass 8 data set using the 2D energy dispersion model in R3. The
solid curve shows the signal and background fitting procedure
described in Sec. VA. The blue dotted line is the signal model
that best fits the data. The gray line, which is mostly hidden by the
solid curve, is the best-fit background. The bin size is such that
the energy resolution is sampled with three bins.
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FIG. 12 (color online). Fit at 133 GeV for a γ ray in a 5.8-year Pass 7REP (left panel) and Pass 8 (right panel) data sets using the 2D
energy dispersion model in R3. The solid curve shows the signal and background fitting procedure described in Sec. VA. The blue
dotted line is the signal that best fits the data. The gray line, which is mostly hidden by the solid curve, is the best-fit background. The bin
size is such that the energy resolution is sampled with three bins.

M. ACKERMANN et al. PHYSICAL REVIEW D 91, 122002 (2015)

122002-12

Feature is not significant (<1σ) in 5.8 years of Pass 8 data. 
– A slight feature is seen at a similar energy in a control sample of gamma rays 

from the Earth’s limb (indicative of a systematic effect) 
– The previous feature probably resulted from a statistical fluctuation on top of a 

small systematic in the characterization of the effective area.

LAT Collaboration, PRD 91, 122002 (2015)
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τDM respectively. The flux limits and DM limits are given in
Tables II–IV.
Figure 8 shows the hσviγγ 95% C.L. upper limits in our

four ROIs optimized for sensitivity to DM annihilation and
Fig. 9 shows the τDM lower limits in R180. Also shown are
the corresponding limits from our previous 3.7-year analy-
sis [19] and our previous 5.2-year analysis [22]. Two main
factors contribute to the differences in these three sets of
limits: different depths of exposure and different
approaches for the treatment of systematic uncertainties.
As was discussed in Sec. II, while the acceptance of the
LAT increased in Pass 8, the energy resolution did not
significantly improve. The results for each ROI benefited
from the increased exposure due to the larger effective area
in Pass 8. Also, our smallest ROIs (R3 and R16) benefited
from the increased exposure of the GC region during the
sixth year of data taking: from December 4, 2013 to
December 4, 2014, Fermi operated in a modified observing

mode7 that roughly doubled the rate of increase of exposure
in the GC relative to normal survey mode.
The 3.7-year analysis did not incorporate systematic

uncertainties into calculating the limits. As was shown in
Ref. [22], accounting for systematic uncertainties makes
the results more robust, especially for fits with a large
number of events where the systematic uncertainties
dominate. In our 5.2-year analysis, we chose a conservative
δfsyst value that resulted in all of the fits having a local
significance less than 1σ. In this work, we used a more
realistic δfsyst value, which results in a distribution of the
local fit significances that is significantly closer to a one-
sided Gaussian function (see Fig. 7). Therefore, on average,
our current limits should represent a greater improvement

 (MeV)χm

310 410 510 610

)
-1 s3

 9
5%

 C
.L

 L
im

it 
(c

m
γγ

v>σ<

-3110

-3010

-2910

-2810

-2710
=1.3) R3γNFWc(

Obs Limit P8 (5.8 yr stat+syst)
Expected Limit
Expected 68% Containment
Expected 95% Containment
Obs Limit P7REP (3.7 yr, stat only)

 (MeV)χm

310 410 510 610

)
-1 s3

 9
5%

 C
.L

 L
im

it 
(c

m
γγ

v>σ<

-3010

-2910

-2810

-2710

-2610
Einasto R16

Obs Limit P8 (5.8 yr stat+syst)
Expected Limit
Expected 68% Containment
Expected 95% Containment
Obs Limit P7REP (3.7 yr, stat only)
Obs Limit P7REP (5.2 yr, stat+syst)

 (MeV)χm

310 410 510 610

)
-1 s3

 9
5%

 C
.L

 L
im

it 
(c

m
γγ

v>σ<

-3010

-2910

-2810

-2710

-2610

-2510
NFW R41

Obs Limit P8 (5.8 yr stat+syst)
Expected Limit
Expected 68% Containment
Expected 95% Containment
Obs Limit P7REP (3.7 yr, stat only)
Obs Limit P7REP (5.2 yr, stat+syst)

 (MeV)χm

310 410 510 610

)
-1 s3

 9
5%

 C
.L

 L
im

it 
(c

m
γγ

v>σ<

-2910

-2810

-2710

-2610

-2510
Isothermal R90

Obs Limit P8 (5.8 yr stat+syst)
Expected Limit
Expected 68% Containment
Expected 95% Containment
Obs Limit P7REP (3.7 yr, stat only)
Obs Limit P7REP (5.2 yr, stat+syst)

FIG. 8 (color online). 95% C.L. hσviγγ upper limits for each DM profile considered in the corresponding optimized ROI.
The upper left panel is for the NFWc (γ ¼ 1.3) DM profile in the R3 ROI. The discontinuity in the expected and observed limit in this
ROI around 1 GeV is the result of using only PSF3-type events. See Sec. III for more information. The upper right panel is for the
Einasto profile in the R16 ROI. The lower left panel is the NFW DM profile in the R41 ROI, and finally the lower right panel
is the isothermal DM profile in the R90 ROI. Yellow (green) bands show the 68% (95%) expected containments derived from
1000 no-DM MC simulations (see Sec. V B). The black dashed lines show the median expected limits from those simulations. Also
shown are the limits obtained in our 3.7-year line search [19] and our 5.2-year line search [22] when the assumed DM profiles
were the same.

7See http://fermi.gsfc.nasa.gov/ssc/proposals/alt_obs/obs_modes
.html.

M. ACKERMANN et al. PHYSICAL REVIEW D 91, 122002 (2015)

122002-10

LAT Collaboration, PRD 91, 122002 (2015)
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• The Galactic Center is an appealing 
target for dark matter searches 
– Deep gravitational potential 
– Relatively nearby 

• However, it is extremely complicated 
– Diffuse emission from cosmic-ray 

interactions with Galactic gas and dust 
– Densely populated by astrophysical 

sources (e.g., pulsars, SNR) 
– Detected in other wavelengths (e.g., 

radio, X-ray, TeV) 
• Topic of much study... 

– Hooper & Linden PRD 84, 123005 (2011) 
– Gordan & Macias PRD 88, 083521 (2013) 
– Abazajian et al. PRD 90, 023526 (2014) 
– Daylan et al. arXiv: 1402.6703 (2014) 
– Calore et al. PRD 91, 063003 (2014) 
– Ajello et al. arXiv: 1511.02938 (2015) 
– etc.
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Galactic Center Region
Focus on a 15ox15o region (~ 1 kpc) around Galactic center 

The Galactic Center
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Galactic Center Region
Focus on a 15ox15o region (~ 1 kpc) around Galactic center 
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Skymaps of the Residuals

Daylan et al. (2014)
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Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.

parametric fits to the data.
In the previous section, we found that theoretical and empirical model uncertainties

a↵ect the GCE spectrum at a similar level (see figure 14). However, theoretical model
uncertainties in the way we discussed them here are di�cult to interpret in a purely statistical
sense, since the TS values that we find for fits with our 60 GDE models di↵er typically by
> O(100) values (see appendix A), and even our best-fit model for the GDE gives formally
a poor fit to the data. This is a generic problem of modeling the GDE [58], as we discussed
at the end of section 4.1. On the other hand, the empirical model uncertainties are simple
to interpret statistically and give by construction a realistic account for typical systematics
of state-of-the-art GDE modeling.

We will hence adopt the following strategy : We will use the GCE spectrum and associ-
ated statistical errors from model F only, which gives formally the best-fit to the Fermi -LAT
data in our ROI. In fits to the GCE spectrum we then only consider the empirical model
systematics, and neglect the theoretical ones. Given the small scatter for the GCE spec-
trum that we find for di↵erent GDE models, this is well justified. We checked explicitly that
using di↵erent GDE model as starting point in the spectral fits would not alter our results
significantly (see appendix C.2). Hence, we consider our approach as statistically sound and
su�ciently robust to derive meaningful results.

We will introduce general aspects of fits with correlated errors in subsection 5.1, and
then test the most common interpretations of the GCE emission in terms of a number of DM
and astrophysical toy models in subsection 5.2 and 5.3.

– 33 –

Calore et al. (2014)

Spatial Map
Gamma-ray Spectrum

24 Fermi–LAT Collaboration

Figure 18. Same as in Figure 13, but with the spectrum of the NFW profile
modeled with a power-law per energy band over the 1 � 100 GeV range.
The envelopes include the fit uncertainties for the normalisation and spectral
indices.

through the line-of-sight to the GC.
The IEM fitting interior to the solar circle uses the tangent

ranges for positive and negative longitudes to obtain parame-
ters for the annuli 2 � 4 (Table 5). To examine the effect of
the azimuthal averaging, fits to the tangent ranges were made
for positive and negative longitudes to gauge the difference in
the parameters for the IEMs obtained when considering each
separately. The scaling factors for annulus 4 obtained when
fitting negative and positive longitude ranges were statistically
consistent 28 with those found when fitting both ranges com-
bined. For annuli 2 and 3 the fits to the positive and nega-
tive tangent longitude ranges result in scaling parameters that
differ by factors up to ⇠ 2 from each other, which is well
beyond the statistical uncertainty; the average value obtained
by fitting both tangent ranges together is approximately in-
between for the intensity-scaled IEMs over annuli 2 and 3.
For the index-scaled IEMs the spectral parameters are harder
or softer than the average when using the positive/negative
tangent ranges individually for annuli 2 � 4. However, there
is no clear trend and the over/under-prediction is not confined
to a particular energy interval.

The uncertainty for the IEM fore-/background flux toward
the GC due to the azimuthally averaged IEMs is difficult to
quantify precisely. A minimal estimate can be made from the
statistical uncertainty for the annulus 4 ⇡

0-decay flux for each
IEM, because the fit results for the combined tangent ranges
are within these uncertainties when fitted to the positive and
negative ranges individually. Above 1 GeV this is ⇠ 4⇥10

�8

ph cm�2 s�1 for the 15�⇥15

� region about the GC across all
IEMs. This is comparable to the fitted flux from annulus 1
⇡

0-decay or the TS < 25 point sources over the same region.
Any analysis employing the Galactocentric annulus decom-

position for the gas column densities is subject to the loss of
kinematic resolution for sight lines within l ⇠ ±12

� of the
GC/anti-GC. Appendix B of Ackermann et al. (2012a) details
the transformation of H I and CO gas-survey data into the col-
umn density distributions over Galactocentric annuli used in
this analysis, and employed by many others. The assump-

28 The average statistical uncertainty for the normalisation of each inter-
stellar emission component per annulus is ⇠ 10%, except for annuli 2 and 3;
see Appendix A.

tions made in the transformation for the site lines over the
15

� ⇥ 15

� region about the GC have an impact on the inter-
stellar emission and point sources in the maximum-likelihood
fitting and consequently the spatial distribution of residuals.
Approximations made interpolating the gas column density
across the l ± 10

� range can result in an incorrect gas density
distribution along the line-of-sight. Spurious point sources in
the analysis and structure in residuals can result from this be-
cause a higher/lower CR intensity compared to where the gas
should be placed is used in creating the interstellar emission
templates. The scaling procedure for the IEM then adjusts the
individual annuli potentially producing low-level artifacts due
to a combination of the effects described above.

To obtain an estimate of the uncertainties associated with
misplacement of the gas new maps of the column density
per annuli are created. 10% of the H I gas column density
is randomly displaced over the annuli and recombined with
the ⇡

0-decay emissivity 29 in each annulus to create modified
intensity maps for this process, which are summed to pro-
duce new fore-/background intensity maps. The 68% frac-
tional change per pixel from 100 such realisations for each
IEM is compared with the fore-/background resulting from
the scaling procedure (Sec. 3.1). Depending on the IEM and
energy range, variations from 1% to 15% in the intensity per
pixel for the fore-/background from the structured interstel-
lar emission across the 15

� ⇥ 15

� region are obtained, with
the largest for OBstars index-scaled and smallest for the Pul-
sar intensity-scaled IEM, respectively. Because of the some-
what arbitrary choice of the precise fraction of H I column
density30 that is redistributed over the annuli these variations
are illustrative rather than providing a true ‘systematic uncer-
tainty’ associated with the gas misplacement. Note that the
uncertainty is maximised toward the GC because it is furthest
away from the gas column density interpolation base points at
l ⇠ ±12

�.

6. SUMMARY
The analysis described in this paper employs specialised

IEMs that are fit to the �-ray data without reference to the
15

� ⇥ 15

� region about the GC. Finding point-source seeds
for the same region using a method that does not rely on de-
tailed IEMs, the source-seeds and IEMs are combined in a
maximum-likelihood fit to determine the interstellar emission
across the inner ⇠ 1 kpc about the GC and point sources
over the region. The overwhelming majority of �-ray emis-
sion from the 15

� ⇥ 15

� region is due to interstellar emission
and point sources. To summarise the results for these aspects
of the analysis:

• The interstellar emission over the 15

� ⇥ 15

� region is
⇠ 85% of the total. For the case of fitting only ‘stan-
dard’ interstellar emission processes and point sources
the fore-/background is ⇠ 80% with the remaining
⇠ 20% mainly due to IC from the inner region. The
contribution by the ⇡

0-decay process over the inner re-
gion is much less than the IC, with the relative contri-
butions by the H I- and CO-related emission suppressed
compared to the GALPROP predictions.

29 The contribution by CO-related ⇡

0-decay emission is the same as that
obtained from the scaling procedure.

30 Similar modifications of the CO column density distribution are not
explored because the detailed knowledge to make a truly informed estimate
is not available.

LAT Collaboration (2015)



Alex Drlica-Wagner   |   Fermilab

101 102

m� [GeV]

10�27

10�26

10�25

h�
v
i

[c
m

3
s�

1
]

b̄b

⌧+⌧�

Hooper & Slatyer 2013

Huang+ 2013

Daylan+ 2014

Abazaijan+ 2014

Gordon+ 2014

0.9 1.0 1.1 1.2 1.3 1.4 1.5
�

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

h�
v
i

[c
m

3
s�

1
]

⇥10�26

�� ! b̄b

m� = 49GeV

Figure 18. Left panel: Constraints on the h�vi-vs-m� plane for three di↵erent DM annihilation
channels, from a fit to the spectrum shown in figure 14 (cf. table 4). Colored points (squares) refer to
best-fit values from previous Inner Galaxy (Galactic center) analyses (see discussion in section 6.2).
Right panel: Constraints on the h�vi-vs-� plane, based on the fits with the ten GCE segments.
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Figure 19. Constraints on the h�vi-vs-m� plane at 95% CL, individually for the GCE template
segments shown in figure 15, for the channel �� ! b̄b. The cross indicates the best-fit value from a fit
to all regions simultaneously (m� ' 46.6 GeV, h�vi ' 1.60 ⇥ 10�26 cm3 s�1). Note that we assume a
NFW profile with an inner slope of � = 1.28. The individual p-values are shown in the figure legend;
the combined p-value is 0.11.

mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We

– 35 –

(Calore et al., 2014)

The Galactic Center
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Thermal Relic

The Galactic Center is an  
extremely complicated region

A dark matter signal should  
manifest itself in other regions

The investigation of other dark"
matter targets is essential
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Air Cherenkov Telescopes

• Use Cherenkov light from air showers 
produced from gamma rays interacting with 
the Earth’s atmosphere. 
!

• Use an array of telescopes for improved 
shower imaging (angular resolution and 
background rejection) 
!

• Large collecting area (~105 m2 at 100 GeV) 
!

• “Excellent” angular resolution (<0.1 deg.) 
!

• Threshold at low energy (pushing 100 GeV) 
!

• Limited livetime (moon, zenith angle, etc.)

25
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Abramowski et al. PRL 106, 16 (2012)

H.E.S.S. (E > 100 GeV)
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Abramowski et al. PRL 106, 16 (2012)

H.E.S.S. (E > 100 GeV)
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Abramowski et al. PRL 106, 16 (2012)
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Abramowski et al. PRL 106, 16 (2012)

GC region. A circular region of radius 1! centered at the
GC was chosen for the search, and contamination by
astrophysical !-ray sources along the Galactic plane was
excluded. An optimized background subtraction technique
was developed and applied to extract the !-ray spectrum
from the source region. The analysis resulted in the deter-
mination of stringent upper limits on the velocity-weighted
DM annihilation cross section h"vi, being among the best
so far at very high energies. At the same time, the limits do
not differ strongly between NFW and Einasto parametri-
zations of the DM density profile of the Milky Way.
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The best sensitivity is achieved at m# " 1 TeV. For comparison,

the best limits derived from observations of dwarf galaxies at
very high energies, i.e., Sgr Dwarf [10], Willman 1, Ursa Minor
[15], and Draco [9], using in all cases NFW shaped DM profiles,
are shown. Similar to the sky region investigated in the presented
analysis, dwarf galaxies are objects free of astrophysical back-
ground sources. The green points represent DARKSUSY models
[32], which are in agreement with WMAP and collider con-
straints and were obtained with a random scan of the
mSUGRA parameter space using the following parameter
ranges: 10GeV<M0<1000GeV, 10GeV<M1=2<1000GeV,
A0¼0, 0< tan$< 60, sgnð%Þ ¼ &1.
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• Most dark-matter dominated objects in the 
universe (100 - 1000 times more dark 
matter than visible matter) 
!

• Relatively nearby (25 - 150 kpc) 
!

• High galactic latitudes (minimize 
astrophysical foregrounds) 
!

• Multi-wavelength observations show no 
evidence for astrophysical gamma-ray 
production 
• No active star formation  

(no energy injection) 
• No appreciable magnetic fields  

(no acceleration) 
• No no gas or dust 

(no target material)
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Moore (2009)

• Dark matter content determined 
spectroscopically from stellar 
velocity dispersion 
– Classical dwarfs: spectra for several 

thousand stars 
– Ultra-faint dwarfs: spectra for fewer 

than 100 stars 
• Assume a DM density profile to 

calculate a J-factor (Martinez, 2013) 
– Minimize J-factor uncertainty by 

enclosing the half-light radius 
– Become insensitive to the inner 

profile behavior (core vs. cusp) at 
large enough radii 

• Include the statistical uncertainty in 
the J-factor in gamma-ray analysis

Dark Matter Content
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No. 1, 2007 dSph VELOCITY DISPERSION PROFILES L55

TABLE 1
Summary of dSph Velocity Samples and NFW Parameters

Galaxy Nnew Ntot Ndsph b
Mvir

(107 M,)
Mrmax

(107 M,)
M600

(107 M,)

Carina . . . . . . . . 1833 2567 899 !0.5 20 3.5 2.0
Draco . . . . . . . . 512 738 413 !1 400 9.0 6.9
Fornax . . . . . . . 1924 2085 2008 !0.5 100 18 4.6
Leo I . . . . . . . . . 371 483 416 !0.5 100 7.3 4.5
Leo II . . . . . . . . 128 264 213 0 40 4.3 2.8
Sculptor . . . . . . 1089 1214 1091 !0.5 100 8.2 4.3
Sextans . . . . . . . 947 1032 504 !2 30 5.4 2.5

Fig. 2.—Left: Projected velocity dispersion profiles for seven Milky Way dSph satellites. Overplotted are profiles corresponding to mass-follows-light (King
1962) models (dashed lines; these fall to zero at the nominal “edge” of stellar distribution), and best-fitting NFW profiles that assume b p constant. Short, vertical
lines indicate luminous core radii (IH95). Distance moduli are adopted from Mateo (1998). Right: Solid lines represent density, mass, and profiles correspondingM/L
to best-fitting NFW profiles. Dotted lines in the top and middle panels are baryonic density and mass profiles, respectively, following from the assumption that
the stellar component (assumed to have ) has exponentially falling density with scale length given by IH95.M/L p 1

equal numbers of dSph members. Thus the number of stars,
including interlopers, in each bin may vary, but for all bins,

. We use a Gaussian maximum-likelihoodN 1/2bin ˆS P ∼ (N )ip1 dsph dsphi

method (see Walker et al. 2006a) to estimate the velocity dis-
persion within each bin.
Left-hand panels Figure 2 display the resulting velocity dis-

persion profiles, which generally are flat. The outer profile of
Draco shows no evidence for a rapidly falling dispersion, con-
trary to evidence presented by Wilkinson et al. (2004) but

consistent with the result of Muñoz et al. (2005).6 In fact the
outer profiles of Draco, Carina, and perhaps Sculptor show
gently rising dispersions. While it is likely that at least in Carina
this behavior is associated with the onset of tidal effects (Muñoz
et al. 2006), McConnachie et al. (2007) point out that the
tendency of some dSphs to have systematically smaller velocity
dispersions near their centers is perhaps the result of distinct
and poorly mixed stellar populations (Tolstoy et al. 2004; Bat-
taglia et al. 2006; Ibata et al. 2006). Either explanation com-
plicates a thorough kinematic analysis; in the present, simplified
analysis we assume all stars belong to a single population in
virial equilibrium.
Dashed lines in Figure 2 are velocity dispersion profiles

calculated for single-component King models (King 1962) con-
ventionally used to characterize dSph surface brightness pro-
files. The adopted King models are those fit by Irwin & Hatz-
idimitriou (1995, hereafter IH95) and normalized to match the

6 We have not included the unpublished data of Wilkinson et al. (2004) or
Muñoz et al. (2005) in our calculations of the velocity dispersion profiles of
Draco.

Walker et al. 2007
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the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].
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with other experimental limits [28–37]. We assume a stan-
dard DM halo with a local density of 0:3 GeV=cm3 [25]
and a Maxwellian WIMP velocity distribution with an
rms velocity of 270 km=s. We do not include the detailed
effects of diffusion and planets upon the capture rate, as the
simple free-space approximation [2] included inDarkSUSY
is found to be accurate [38]. Limits on the WIMP-nucleon
scattering cross section can also be deduced from limits
on monojet and monophoton signals at hadron colliders,
but these depend strongly on the choice of the underlying
effective theory and mediator masses [39–41] and are
consequently not included in Fig. 2.

In conclusion, we have presented the most stringent
limits to date on the spin-dependent WIMP-proton cross

section for WIMPs annihilating intoWþW" or !þ!" with
masses above 35 GeV=c2. With this data set, we have
demonstrated for the first time the ability of IceCube to
probe WIMP masses below 50 GeV=c2. This has been
accomplished through effective use of the DeepCore sub-
array. Furthermore, we have accessed the southern sky for
the first time by incorporating strong vetoes against the
large atmospheric muon backgrounds. The added live time
has been shown to improve the presented limits. IceCube
has now achieved limits that strongly constrain dark matter
models and that will impact global fits of the allowed dark
matter parameter space. This impact will only increase in
the future, as analysis techniques improve and detector live
time increases.
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FIG. 2 (color online). 90% C.L. upper limits on "SI;p (top
figure) and "SD;p (bottom figure) for hard and soft annihilation
channels over a range of WIMP masses. Systematic uncertainties
are included. The shaded region represents an allowed minimal
supersymmetric standard model parameter space (MSSM-25
[42]) taking into account recent accelerator [43], cosmological,
and direct DM search constraints. The results from Super-K [28],
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[31,32], XENON100 (limits above 1 TeV=c2 from the
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and DAMA [33,34] are shown for comparison.
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χ + χ → e+ + ….
mχ=800 GeV

Collision of Cosmic Rays

Dark Matter model based on I. Cholis et al., arXiv:0810.5344 
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2.1. Overview

PAMELA is built around a 0.43 T permanent magnet
spectrometer equipped with six planes of double-sided sili-
con detectors allowing the sign, absolute value of charge
and momentum of traversing charged particles to be deter-
mined. The acceptance of the spectrometer (which also
defines the overall acceptance of the PAMELA experi-
ment) is 21.5 cm2 sr and the maximum detectable rigidity
is !1 TV. Spillover effects limit the upper detectable anti-
particle momentum to !190 GeV/c (!270 GeV/c) for anti-
protons (positrons). The spectrometer is surrounded by a

plastic scintillator veto shield. An electromagnetic calorim-
eter mounted below the spectrometer measures the energy
of incident electrons and allows topological discrimination
between electromagnetic and hadronic showers (or non-
interacting particles). Planes of plastic scintillator mounted
above and below the spectrometer form a time-of-flight
system which also provides the primary experimental trig-
ger. The timing resolution of the time-of-flight system
allows albedo particles to be identified and proton–electron
separation is also possible below !1 GeV/c. Ionising
energy loss measurements in the time-of-flight scintillator
planes and the silicon planes of the magnetic spectrometer
allow the absolute charge of traversing particles to be
determined. The volume between the upper two time-of-
flight planes is bounded by an additional plastic scintillator
anticoincidence system. A plastic scintillator system
mounted beneath the calorimeter aids in the identification
of high energy electrons and is followed by a neutron detec-
tion system for the selection of very high energy electrons
(up to 2 TeV) which shower in the calorimeter but do not
necessarily pass through the spectrometer.

The PAMELA subdetectors are read out and controlled
by a data acquisition system based around Actel (54SX ser-
ies) Field Programmable Gate Arrays (FPGA) [33] and
Analog Devices (ADSP-2187L) Digital Signal Processors
(DSP) [34]. Connections between different systems are
realised with redundant data-strobe [35] Low Voltage

Fig. 4. The PAMELA instrument. Top: a schematic overview of the
apparatus. Bottom: a photograph taken just prior delivery to Russia for
integration with the Resurs DK1 satellite. The detector is approximately
1.3 m tall. The magnetic field lines in the spectrometer are oriented along
the y-direction.

Table 2
The PAMELA mass budget

Subsystem Mass (kg)

Spectrometer 127
Calorimeter 104
General mechanics 85
Electronic units 45
Neutron detector 30
Thermal system 22
Time-of-flight 18
Anticoincidence 16
Magnetic screens 15
Bottom scintillator 8

Total mass 470

Table 3
The PAMELA average power budget

Subsystem Power (W)

Electronics 80
DC/DC converters 74
Spectrometer 63
Calorimeter 55
CPU 35
Power supply system 35
Neutron detector 10
Anticoincidence 1
Bottom scintillator 1
Time-of-flight 1

Total power 355

P. Picozza et al. / Astroparticle Physics 27 (2007) 296–315 299

3m1.3m

Aguilar et al., PRL 110, 141102 (2013)Picozza et al., Astropart. Phys. 27, 296 (2007)
Adriani et al., Nature 458 (2009) Kounine, et al. Int. J. Mod. Phys. E. 21, 08 (2012)
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Φe− ¼ Ce−E−γe− þ CsE−γse−E=Es ; ð2Þ

(with E in GeV). A fit of this model to the data with their
total errors (the quadratic sum of the statistical and
systematic errors) in the energy range from 1 to
500 GeV yields a χ2=d:f: ¼ 36.4=58 and the cutoff
parameter 1=Es ¼ 1.84% 0.58 TeV−1 with the other
parameters having similar values to those in [2],
Ceþ=Ce− ¼ 0.091% 0.001, Cs=Ce− ¼ 0.0061% 0.0009,
γe− − γeþ ¼ −0.56% 0.03, and γe− − γs ¼ 0.72% 0.04.
(The same model with no exponential cutoff parameter,
i.e., 1=Es set to 0, is excluded at the 99.9% C.L. when fit to
the data.) The resulting fit is shown in Fig. 4(b) as a solid
curve together with the 68% C.L. range of the fit param-
eters. No fine structures are observed in the data. In our
previous Letter, we reported that solar modulation has no
observable effect on our measured positron fraction, and
this continues to be the case.
An analysis of the arrival directions of positrons and

electrons was presented in [2]. The same analysis was
performed including the additional data. The positron to
electron ratio remains consistent with isotropy; the upper
limit on the amplitude of the dipole anisotropy is δ ≤ 0.030
at the 95% C. L. for energies above 16 GeV.
Following the publication of our first Letter [2], there

have been many interesting interpretations [3] with two
popular classes. In the first, the excess of eþ comes from
pulsars. In this case, after flattening out with energy, the
positron fraction will begin to slowly decrease and a dipole
anisotropy should be observed. In the second, the shape of
the positron fraction is due to dark matter collisions. In this
case, after flattening out, the fraction will decrease rapidly
with energy due to the finite and specific mass of the dark
matter particle, and no dipole anisotropy will be observed.
Over its lifetime, AMS will reach a dipole anisotropy
sensitivity of δ≃ 0.01 at the 95% C.L.

The new measurement shows a previously unobserved
behavior of the positron fraction. The origin of this
behavior can only be ascertained by continuing to collect
data up to the TeV region and by measuring the antiproton
to proton ratio to high energies. These are among the main
goals of AMS.
In conclusion, the 10.9 × 106 primary positron and

electron events collected by AMS on the ISS show that,
above ∼200 GeV, the positron fraction no longer exhibits
an increase with energy. This is a major change in the
behavior of the positron fraction.
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• Observed positron fraction does not well-
matched the simplest dark matter 
scenarios (DM → e+e- or µ+µ-) 
!

• However, more complex scenarios 
involving intermediate states may not 
yet be ruled out. 
!

• Pulsars are another promising candidate 
to explain the rising positron fraction 
!

• However, AMS-02 see no signs of 
anisotropy (0.03 at 95% C.L.) 
!

• Gamma-ray observations are important 
for both hypotheses: 
– Search for nearby pulsars 
– Constraints on prompt gamma-ray 

emission from annihilation
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FIG. 8: The same as in Fig. 7, but for a broken power-law spectrum of electrons injected from cosmic ray sources (dN
e
−/dE

e
− ∝

E−2.65
e

below 100 GeV and dN
e
−/dE

e
− ∝ E−2.3

e
above 100 GeV), and for slightly different pulsar spectral indices (α =1.6 and

1.5 in the upper and lower frames, respectively). With this cosmic ray background, the pulsar models shown can simultaneously
accommodate the measurements of the cosmic ray positron fraction and the overall leptonic spectrum.

nihilates into light intermediate states which then decay
into combinations of muons and charged pions, however,
can accommodate the new data (see Fig. 6). In those
dark matter models still capable of generating the ob-
served positron excess, the dark matter’s mass and anni-
hilation cross section fall in the range of ∼1.5-3 TeV and
⟨σv⟩ ∼ (6− 23)× 10−24 cm3/s.

We have also considered pulsars as a possible source
of the observed positrons. In particular, we find that for
reasonable choices of spectral parameters and spatial dis-
tributions, the sum of all pulsars in the Milky Way could
account for the observed positrons (see Fig. 8) if, on av-
erage, 10-20% of their total energy goes into the produc-
tion and acceleration of electron-positron pairs (assuming
a birth rate of one per century throughout the Galaxy,
each with an average total energy of 1049). It may also be
the case that a small number of nearby and young pulsars
(most notably Geminga and B0656+14) could dominate
the local cosmic ray positron flux at energies above sev-
eral tens of GeV. Taking into account these two excep-
tional sources, we estimate that if 3-4% of the total en-
ergy from pulsars goes into energetic pairs, these objects
could be responsible for the observed positron fraction.

Currently, we cannot yet discriminate between dark
matter and pulsars as the source of the observed positron
excess. We are hopeful, however, that future data from
AMS may change this situation. In addition to contin-
uing to improve the precision of their measurement of
the positron fraction and extending this measurement to
higher energies, AMS will also measure with unprece-
dented precision a number of secondary-to-primary ratios
of cosmic ray nuclei species, which can be used to con-
strain many aspects of the underlying cosmic rays propa-
gation model. Of particular importance is the 10Be/9Be
ratio, for which existing measurements are limited to en-
ergies below 2 GeV (kinetic energy per nucleon), and with
large errors (for a compilation of such measurements, see
Tables I and II of Ref. [61]). In contrast, AMS is ex-
pected to measure this ratio with much greater precision,
and up to energies of ∼10 GeV. This information will
enable us to break the longstanding degeneracy between
the diffusion coefficient and the boundary conditions of
the diffusion zone [63]. If these measurements ultimately
favor propagation models with a somewhat narrow dif-
fusion zone (L <∼ 4 kpc), it would be very difficult to
explain the observed positron fraction with any of the

Cholis & Hooper, PRD 88, 023013 (2013)
Ackermann et al., Phys. Rev. D86, 022002 (2012)
Meade et al., Nucl. Phys. B831, 178 (2010)
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FIG. 2 (color online). As in Fig. 1 but for dark matter which annihilates into a pair of intermediate states, !, which proceed to decay
to eþe" (first row), to "þ"" (second row), to #þ#" (third row), and to a 1:1:2 ratio of eþe", "þ"", and #þ#" (fourth row).
For annihilations to 2eþ2e" and a mass of 400 GeV (1.2 TeV), we have used a thermally averaged annihilation cross section of
h$vi ¼ 6:6$ 10"25 cm3=s (5:4$ 10"24 cm3=s) resulting in a %2=d:o:f: fit of 10.3(15.0) to the AMS and 8.8(2.0) to the Fermi data.
For annihilations to 2"þ2"" and a mass of 800 GeV (2.5 TeV), we have used a thermally averaged annihilation cross section of
3:4$ 10"24 cm3=s (2:6$ 10"23 cm3=s) with a %2=d:o:f: of 5.1(14.0) and 12.6(0.64) to the AMS and Fermi data, respectively.
For annihilations to 2#þ2#" and a mass of 1.0 TeV (3.0 TeV), we have used a thermally averaged annihilation cross section of
5:8$ 10"24 cm3=s (4:1$ 10"23 cm3=s) giving %2=d:o:f: fits of 3.7(11.7) to the AMS and 19.4(0.61) to the Fermi data. Finally for
annihilations to a 1:1:2 ratio of eþe", "þ"", and #þ#" final states with a mass of 500 GeV (1.6 TeV), we have used a thermally
averaged annihilation cross section of 1:7$ 10"24 cm3=s (1:2$ 10"23 cm3=s) which have %2=d:o:f: fits of 2.3(9.5) to the AMS and
11.3(1.34) to the Fermi data. While there is a preference for DM models with softer annihilation e% spectra, for the given propagation/
background assumptions all these models are excluded.

DARK MATTER AND PULSAR ORIGINS OF THE RISING . . . PHYSICAL REVIEW D 88, 023013 (2013)

023013-3
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Figure 4. Annihilating DM: current constraints. Left panel: current constraints from the antiproton
to proton ratio measurements by Ams-02, for di↵erent annihilation channels. The areas above the
curves are excluded. Right panel: illustration of the impact of DM-related astrophysical uncertainties:
the constraint for the bb̄ channel spans the shaded band when varying the propagation parameters
(dashed lines) or the halo profiles (solid lines). Notice that in the Min case the analysis is not sensible,
hence not shown here (see text for details).
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where ρ⊙ ≈ 0.43 GeV cm−3 is the local DM energy density
[35]. The values of the parameters α, β, γ, and rs for the
Navarfro-Frenk-White (NFW) profile [36], the isothermal
profile [37], and the Moore profile [38,39] are summarized
in Table II. Another widely adopted DM profile is the
Einasto profile [40]

ρðrÞ ¼ ρ⊙ exp
#
−
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αE
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rαE − rαE⊙
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with αE ≈ 0.17 and rs ≈ 20 kpc.

We consider three reference DM annihilation channels
χ̄χ → XX where XX ¼ qq̄, bb̄, and WþW−. The energy
spectra of these channels are similar at high energies. The
main difference is in the average number of total anti-
protonsNX per DM annihilation of each channel. For a DM
particle mass mχ ¼ 500 GeV, the values of NX for typical
final states are Nqq̄ ¼ 2.97ðq ¼ u; dÞ, Nbb̄ ¼ 2.66, and
NWW ¼ 1.42. The injection spectra dNðXÞ=dp from DM
annihilation are calculated using the numerical package
PYTHIA v8.175 [41], in which the long-lived particles
such as neutron and KL are allowed to decay and the final
state interaction is taken into account. Since PYTHIA
v8.15, the polarization and correlation of final states in
τ-decays has been taken into account [42].
In this work, we first derive the upper limits on the DM

annihilation cross section as a function of DM particle
mass, using the frequentist χ2 analyses. The expression of
χ2 is defined as

χ2 ¼
X

i

ðfthi − fexpi Þ2

σ2i
; ð6Þ

TABLE II. Values of parameters α, β, γ, and rs for three DM
halo models, NFW [36], Isothermal [37], and Moore [38,39].

α β γ rs (kpc)

NFW 1.0 3.0 1.0 20
Isothermal 2.0 2.0 0 3.5
Moore 1.5 3.0 1.5 28.0

[GeV]χm

210 310

]
-1 s

3
[c

m
νσ

-2710

-26
10

-25
10

-2410

, ConventinalbDM->b

Isothermal
NFW
Einasto
Moore
Fermi-LAT

[GeV]χm

210 310

]
-1 s

3
[c

m
νσ

-2710

-26
10

-25
10

-2410

, MEDbDM->b

Isothermal
NFW
Einasto
Moore
Fermi-LAT

[GeV]χm

210 310

]
-1 s

3
[c

m
ν

σ

-2710

-26
10

-25
10

-2410

b NIM ,DM->b

Isothermal
NFW
Einasto
Moore
Fermi-LAT

[GeV]χm

210 310

]
-1 s

3
[c

m
ν

σ

-2710

-26
10

-25
10

-2410

, MAXbDM->b

Isothermal
NFW
Einasto
Moore
Fermi-LAT

FIG. 3 (color online). Upper limits on the cross sections for DM particle annihilation into bb̄ final states from the AMS-02 p̄=p data in
the conventional (upper left), MED (upper right), MIN (lower left), and MAX (lower right) propagation models. Four DM profiles,
NFW [36], Isothermal [37], Einasto [40], and Moore [38,39], are considered. The upper limits from the Fermi-LAT six-year gamma-ray
data of the dwarf spheroidal satellite galaxies of the Milky Way are also shown [43]. The horizontal line indicates the typical thermal
annihilation cross section hσvi ¼ 3 × 10−26 cm3 s−1.
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where ρ⊙ ≈ 0.43 GeV cm−3 is the local DM energy density
[35]. The values of the parameters α, β, γ, and rs for the
Navarfro-Frenk-White (NFW) profile [36], the isothermal
profile [37], and the Moore profile [38,39] are summarized
in Table II. Another widely adopted DM profile is the
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We consider three reference DM annihilation channels
χ̄χ → XX where XX ¼ qq̄, bb̄, and WþW−. The energy
spectra of these channels are similar at high energies. The
main difference is in the average number of total anti-
protonsNX per DM annihilation of each channel. For a DM
particle mass mχ ¼ 500 GeV, the values of NX for typical
final states are Nqq̄ ¼ 2.97ðq ¼ u; dÞ, Nbb̄ ¼ 2.66, and
NWW ¼ 1.42. The injection spectra dNðXÞ=dp from DM
annihilation are calculated using the numerical package
PYTHIA v8.175 [41], in which the long-lived particles
such as neutron and KL are allowed to decay and the final
state interaction is taken into account. Since PYTHIA
v8.15, the polarization and correlation of final states in
τ-decays has been taken into account [42].
In this work, we first derive the upper limits on the DM

annihilation cross section as a function of DM particle
mass, using the frequentist χ2 analyses. The expression of
χ2 is defined as
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TABLE II. Values of parameters α, β, γ, and rs for three DM
halo models, NFW [36], Isothermal [37], and Moore [38,39].
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FIG. 3 (color online). Upper limits on the cross sections for DM particle annihilation into bb̄ final states from the AMS-02 p̄=p data in
the conventional (upper left), MED (upper right), MIN (lower left), and MAX (lower right) propagation models. Four DM profiles,
NFW [36], Isothermal [37], Einasto [40], and Moore [38,39], are considered. The upper limits from the Fermi-LAT six-year gamma-ray
data of the dwarf spheroidal satellite galaxies of the Milky Way are also shown [43]. The horizontal line indicates the typical thermal
annihilation cross section hσvi ¼ 3 × 10−26 cm3 s−1.
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• Dark matter annihilation not limited to current epoch 
!

• CMB power spectrum sensitive to the injection of 
energy near the time of recombination 
!

• Limit the dark matter annihilation cross section from 
matter power spectrum 
!

• Redshift-dependent injection fraction, f(z), depends 
on dark matter model  
!

• Degeneracy with other parameters of the matter 
power spectrum

42

that the injected energy is inversely proportional to the
particle mass; more massive particles inject less energy
into the IGM.

B. DM annihilation channels

As discussed previously, recent cosmic-ray anomalies
have motivated models of WIMP annihilation to leptons

with a large cross section. We compute fðzÞ for a WIMP
annihilating to lepton pairs and charged pions, both di-
rectly and via a new GeV-scale state (annihilation channels
of the latter type are denoted ‘‘XDM’’). As a benchmark,
the mass of the new light state is taken to be 1 GeV for
electron, muon and pion final states, and 4 GeV for taus:
however, because of the large mass hierarchy between the
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FIG. 4 (color online). The ‘‘deposited power fraction’’ fðzÞ is the ratio of the power deposited in the gas (in the form of ionizations,
excitations, and heating) to the mass energy liberated by WIMP annihilations. For electron channels, fðzÞ # 1 at high z, but other
channels lose some fraction of their power to neutrinos and (anti)protons. Upper left panel: direct annihilation to SM leptons. Upper
right panel: direct annihilation to nonleptonic SM states (‘‘light quarks’’ corresponds to 50% annihilation to u quarks, 50% to d
quarks). Lower left panel: XDM-type models with annihilation through an intermediate 1 GeV state to electrons and muons. Lower
right panel: XDM-type models with annihilation through an intermediate 1 GeV state to charged pions, and through an intermediate
4 GeV state to taus. The legend indicates the annihilation channel and the WIMP mass. The kink around z ¼ 1700 is an artifact of an
approximation made in RECFAST and has no impact on our results.
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WIMP and the GeV-scale state, the spectrum of the SM
annihilation products is nearly independent of this choice
of parameter. We investigate a range of WIMP masses for
these annihilation channels, including the mass/channel
combinations fitted to PAMELA, Fermi and ATIC data in
[21]. We also compute fðzÞ for WIMPs annihilating to
pairs of SM particles, for benchmark WIMP masses of
200 GeV and 1000 GeV.

We note that at sufficiently highMDM, the photons from
annihilation are injected at energies where pair production
on the CMB is extremely rapid, and so the spectrum of
produced photons is entirely determined by the pair
productionþ ICS cascade. Consequently, around the red-
shift of last scattering, fðzÞ becomes essentially indepen-
dent of the WIMP mass at MDM * 1 TeV.

Taking linear combinations of these channels allows
fðzÞ to be computed accurately for a wide range of DM
models. In particular, models where the DM does not
originate in thermal equilibrium can have large annihila-
tion cross sections, and so can be strongly constrained by
the CMB once fðzÞ is known precisely. The indirect de-
tection prospects of such nonthermal neutralino models
have been investigated in [52–55]. Recently, a 200 GeV
wino with annihilation cross section h!Avi ¼ 2%
10&24 cm3=s has been proposed as an explanation for the
positron excess observed by PAMELA [56]. In this model
the neutralino annihilates predominantly to W bosons, and
fðzÞ and the impact of DM annihilation on the CMB can
therefore be immediately computed from our results. We
calculate the spectra of eþe& and photons resulting from
these annihilation channels (including final state radiation)
using PYTHIA. Figure 4 displays fðzÞ as a function of
redshift for the various WIMP masses and annihilation
channels.

In Appendix A we present accurate fitting functions for
fðzÞ over the redshift range z ¼ 300–1200, for all the

annihilation channels under consideration. Our choice of
redshift range is dictated by the impact on the visibility
function: above z' 1200 or below z' 500, changes to
fðzÞ have minimal impact on the last scattering surface
(see, for example, Fig. 3 in [5]). Less precise fits are given
for higher and lower redshifts. Note that these fitting
functions do not apply to models of decaying dark matter:
while our numerical approach can be applied to decaying
WIMP models with only trivial changes, we defer such an
analysis to future work.

IV. CMB CONSTRAINTS

CMB constraints on the energy injection from DM
annihilation, assuming a constant fðzÞ, have been previ-
ously calculated in [5] and updated in [43]. Using the
approximate values for fðzÞ given in Appendix A, we can
now relate these constraints to specific DM models. A full
analysis of the CMB constraints would take into account
the variation of fðzÞ with redshift, but since fðzÞ is slowly
varying in the redshift range of interest, we employ the
approximation of a constant f to estimate the degree to
which the CMB can constrain models of interest, and defer
a more complete analysis to future work.
To a large extent, the effect of DM annihilation on the

CMB depends only on the average of fðzÞ in the redshift
range of interest z' 800–1000, not the details of fðzÞ. We
employed the public codes RECFAST and CAMB [57] to
derive the effect of DM annihilation on the TT, TE and EE
angular power spectra, for several different fðzÞ profiles
(with the widest possible differences in mass and annihi-
lation channel), normalizing the annihilation cross sections
so that the deposited power "ðzÞ would be the same in all
cases if fðzÞ was replaced by its mean value between z ¼
800–1000. Figure 5 demonstrates the results: even in an
extreme case where the cross section is so large as to be
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FIG. 5 (color online). CMB power spectra for three different DM annihilation models, with power injection normalized to that of a
1 GeV WIMP with thermal relic cross section and f ¼ 1, compared to a baseline model with no DM annihilation. The models give
similar results for the TT (left), TE (middle), and EE (right) power spectra. This suggests that the CMB is sensitive to only one
parameter, the average power injected around recombination. All curves employ the WMAP5 fiducial cosmology: the effects of DM
annihilation can be compensated to a large degree by adjusting ns and !8 [5].
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Planck Collaboration: Cosmological parameters
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Fig. 40. 2-dimensional marginal distributions in the pann–ns
plane for Planck TT+lowP (red), EE+lowP (yellow), TE+lowP
(green), and Planck TT,TE,EE+lowP (blue) data combinations.
We also show the constraints obtained using WMAP9 data (light
blue).

We then add pann as an additional parameter to those of the base
⇤CDM cosmology. Table 6 shows the constraints for various
data combinations.

Table 6. Constraints on pann in units of cm3 s�1 GeV�1.

Data combinations pann (95 % upper limits)

TT+lowP . . . . . . . . . . . . . . . . . < 5.7 ⇥ 10�27

EE+lowP . . . . . . . . . . . . . . . . . < 1.4 ⇥ 10�27

TE+lowP . . . . . . . . . . . . . . . . . < 5.9 ⇥ 10�28

TT+lowP+lensing . . . . . . . . . . . < 4.4 ⇥ 10�27

TT,TE,EE+lowP . . . . . . . . . . . . < 4.1 ⇥ 10�28

TT,TE,EE+lowP+lensing . . . . . . < 3.4 ⇥ 10�28

TT,TE,EE+lowP+ext . . . . . . . . . < 3.5 ⇥ 10�28

The constraints on pann from the Planck TT+lowP spec-
tra are about 3 times weaker than the 95 % limit of pann <
2.1 ⇥ 10�27 cm3 s�1 GeV�1 derived from WMAP9, which in-
cludes WMAP polarization data at low multipoles. However, the
Planck T E or EE spectra improve the constraints on pann by
about an order of magnitude compared to those from Planck TT
alone. This is because the main e↵ect of dark matter annihila-
tion is to increase the width of last scattering, leading to a sup-
pression of the amplitude of the peaks both in temperature and
polarization. As a result, the e↵ects of DM annihilation on the
power spectra at high multipole are degenerate with other param-
eters of base ⇤CDM, such as ns and As (Chen & Kamionkowski
2004; Padmanabhan & Finkbeiner 2005). At large angular scales
(` . 200), however, dark matter annihilation can produce an
enhancement in polarization caused by the increased ionization
fraction in the freeze-out tail following recombination. As a re-
sult, large-angle polarization information is crucial in breaking
the degeneracies between parameters, as illustrated in Fig. 40.
The strongest constraints on pann therefore come from the full
Planck temperature and polarization likelihood and there is little
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Fig. 41. Constraints on the self-annihilation cross-section at re-
combination, h�3iz⇤ , times the e�ciency parameter, fe↵ (Eq. 81).
The blue area shows the parameter space excluded by the Planck
TT,TE,EE+lowP data at 95 % CL. The yellow line indicates the
constraint using WMAP9 data. The dashed green line delineates
the region ultimately accessible by a cosmic variance limited ex-
periment with angular resolution comparable to that of Planck.
The horizontal red band includes the values of the thermal-relic
cross-section multiplied by the appropriate fe↵ for di↵erent DM
annihilation channels. The dark grey circles show the best-fit
DM models for the PAMELA/AMS-02/Fermi cosmic-ray ex-
cesses, as calculated in Cholis & Hooper (2013) (caption of their
figure 6). The light grey stars show the best-fit DM models for
the Fermi Galactic centre gamma-ray excess, as calculated by
Calore et al. (2014) (their tables I, II, and III), with the light
grey area indicating the astrophysical uncertainties on the best-
fit cross-sections.

improvement if other astrophysical data, or Planck lensing, are
added.30

We verified the robustness of the Planck TT,TE,EE+lowP
constraint by also allowing other extensions of ⇤CDM (Ne↵ ,
dns/d ln k, or YP) to vary together with pann. We found that the
constraint is weakened by up to 20 %. Furthermore, we have ver-
ified that we obtain consistent results when relaxing the priors
on the amplitudes of the Galactic dust templates or if we use the
CamSpec likelihood instead of the baseline Plik likelihood.

Figure 41 shows the constraints from WMAP9, Planck
TT,TE,EE+lowP, and a forecast for a cosmic variance limited
experiment with similar angular resolution to Planck31. The hor-
izontal red band includes the values of the thermal-relic cross-
section multiplied by the appropriate fe↵ for di↵erent DM anni-
hilation channels. For example, the upper red line corresponds to
fe↵ = 0.67, which is appropriate for a DM particle of mass m� =
10 GeV annihilating into e+e�, while the lower red line corre-
sponds to fe↵ = 0.13, for a DM particle annihilating into 2⇡+⇡�
through an intermediate mediator (see e.g., Arkani-Hamed et al.
2009). The Planck data exclude at 95 % confidence level a ther-

30It is interesting to note that the constraint derived from Planck
TT,TE,EE+lowP is consistent with the forecast given in Galli et al.
(2009), pann < 3 ⇥ 10�28 cm3 s�1 GeV�1.

31We assumed that the cosmic variance limited experiment would
measure the angular power spectra up to a maximum multipole of
`max = 2500, observing a sky fraction fsky = 0.65.
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• H.E.S.S. II 
– The HESS telescope array has been 

augmented with a large fifth telescope 
– Lower gamma-ray energy threshold 

(~20-50 GeV) 
– Projected to extend sensitivity to dark 

matter in the GC < 10-25 cm3s-1 at 1 TeV 
(see arXiv:1509.04123) 

!
• Cherenkov Telescope Array (CTA) 

– Array of small-, medium-, and large-size 
ground-based air Cherenkov telescopes 

– Two locations (Chile and Canary Islands) 
– European-led (US contribution yet to be 

determined) 
– Constrain the thermal relic cross section 

for dark matter masses >100 GeV using 
observations of the Galactic Center
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both IceCube and Fermi probe models with low LSP
masses and large SI cross sections, where the LSP tends
to be a bino-Higgsino admixture; this region is also
accessible to the DD experiments such as LZ. On the
other hand, CTA has access to the heavy LSP region, where
there is a large fraction of relatively pure wino and
Higgsino LSPs, while the LHC coverage is mostly con-
centrated (for now) on the relatively low mass LSP region.
Interestingly, the LHC searches are not quite independent
of the SI cross section; a region of enhanced exclusion
fraction is seen for SI cross sections near ∼10−13 pb.
Models with SI cross sections in this region mostly have
winolike LSPs with light squarks, making them more likely
to be observed by the LHC; winolike LSPs with heavier
squarks have a lower SI cross section, while Higgsinos and
mixed states tend to have a higher SI cross section whether
or not light squarks are present.
We now project these results onto the plane which is

most relevant for the DM ID searches. Figure 12 again
compares the search capabilities of various experiments,
but now they are projected into the LSP mass vs LSP pair

annihilation cross section plane, in which the limits from
Fermi and CTA (with particular assumptions about the
annihilation channels) can be presented directly. Here we
see the fraction of models that can be excluded by searches
at CTA (top left), the LHC (top right), IceCube (bottom left)
and LZ (bottom right). The expected limits from Fermi and
CTA are also shown, represented by the curves penetrating
the upper left- and right-hand side of the panels, respec-
tively. Here the dashed (solid) curves correspond to the
indirect detection limit obtained when the LSP pair
annihilates exclusively into bb̄ðWþW−Þ; we emphasize
that a generic LSP in a pMSSM model may annihilate to
many (often dozens of) different final states beyond these
two simple cases. However, we do see that the generic
pMSSM exclusion is well described by these limiting
cases, as displayed for CTA in the upper left panel. Note
again that CTA is primarily sensitive to models with LSP
mass above 100 GeV and with hσvi relatively close to the
thermal relic value. As in the previous figure, the LHC is
mainly effective in the lower LSP mass region. In addition,
the LHC searches are seen to be particularly efficient along

FIG. 10 (color online). Comparisons of the sensitivity of the various searches, color-coded as indicated, in the LSP mass vs scaled SI
cross section plane for the pMSSM model sample as discussed in the text. The anticipated SI limit from LZ is shown as a guide to the eye.
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Longer Exposure

More Dwarf Galaxies



Dwarf Galaxy  
Discovery Timeline

SDSS Begins

DECam Installed

DES Year 1

DES Year 2
A lot more 
work to do
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Figure 5.  A graph showing the time spent observing during the night color-coded 
by filter. The enclosing curves indicate the time of civil (−6°), nautical (−12°), and 
astronomical (−18°) twilight. Note that only z- and y-filters are used between 
astronomical and nautical twilight. The Moon’s illumination (in percent) is indicated 
by the arbitrarily scaled white curve at the bottom of the plot. 

The LSST Operations Simulator models the telescope’s design-specific opto-mechanical system performance and site-specific conditions to simulate how observations may be obtained during a 10-year survey. We have found that a remarkable range of 
science programs are compatible with a single feasible cadence. The Simulator incorporates detailed models of the telescope and dome, the camera, weather and an improved model for scheduled and unscheduled downtime, as well as a scheduling strategy 
based on ranking requests for observations from a small number of observing modes attempting to optimize the key science objectives. Each observing mode is driven by a specification which ranks field-filter combinations of target fields to observe next. The 
output of the simulator is a detailed record of the activity of the telescope - such as position on the sky, slew activities, weather and various types of downtime - stored in a MySQL database. Sophisticated tools are required to mine this data in order to assess 
the degree of success of any simulated survey in some detail. An analysis tool has been created (SSTAR) which generates a standard report describing the basic characteristics of a simulated survey; an analysis framework is being designed to allow for the 
inter-comparison of one or more simulated surveys and to perform more complex analyses. Visualization software is being used to interactively explore the survey history and to prototype reports for the analysis framework, and we are working with the 
ASCOT team (http://ascot.astro.washington.edu) to determine the feasibility of creating our own interactive tools. The next phase of simulator development will include look-ahead to continue investigating the trade-offs of addressing multiple science goals 
within a single LSST survey. 

C.E.$Petry1,$M.$Miller2,$K.$H.$Cook3,$S.$Ridgway2,$S.$Chandrasekharan2,$R.$L.$Jones4,$K.$S.$Krughoff4,$Z.$Ivezic4,$V.$Krabbendam2$$
!1Univ.!of!Arizona,!2Na1onal!Op1cal!Astronomy!Observatory,!3Large!Synop1c!Survey!Telescope,!4Univ.!of!Washington!

  Demonstrated the need for a 9.6 deg2 field of view. 
  Motivated the need for 5 filters in dewar instead of 4 filters based on 

filter usage during each night. 
  Provided survey coverage statistics by site to the site selection 

committee. 
  Assessed the impact on the survey of various telescope changes, 

such as dome crawl. 
  Supported engineering requirements analysis. 

The Operations Simulator creates a 10-year survey of the available sky 
primarily with a universal cadence. Post-processing and analysis tools  assess 
the ability of the survey to meet sky coverage and revisit requirements specified 
by each of the LSST key science programs (see Tyson et al., this session). 

THE OPERATIONS SIMULATOR VISUALIZATION, ANALYSIS & REPORTING 

Figure 7.  The number of visits with single visit depth (magnitudes) in each 
filter. The legend shows 25th, 50th (median), and 75th percentiles for each 
curve. The tickmarks above each curve indicate the value of single visit depth in 
ideal seeing and an airmass of 1.0. 

Single Visit Depth 

Figure 10.  The number of fields with co-added depth in each filter. The legend 
shows 25th, 50th (median), and 75th percentiles for each curve. 

Co-Added Depth 

Figure 6.  An example of a survey diagnostic. This plot shows that observations 
during an arbitrary lunar cycle are made using bluer filters in darker skies (low 
Moon illumination or Moon is set) and redder filters  when the sky is brighter. 
The y-filter is taken out of the camera during new moon when the u-filter is put 
in, so there are no y-observations during low moon illumination. 

Correlation between Sky Brightness & Filter Choice 

Figure 8.  A map of the difference between the co-added depth calculated for 
each field and the design specification for the Wide-Fast-Deep co-added depth 
at zenith. Positive values exceed this ideal specification. 

Co-Added Depth Compared to a Zenith Depth Spec 

Figure 1.  A graphical summary of observing constraints for the LSST survey 
from Cerro Pachon, in equatorial (top) and galactic coordinates (bottom). The 
two dashed blue lines outline the 24,000 deg2 region for which the minimum 
airmass reaches values <1.4. The galactic plane regions with the highest stellar 
density are enclosed by solid red lines and include 1,000 deg2. For the Wide-
Fast-Deep (WFD) observing program, we use 18,000 of the possible 24,000 
deg2 to meet the Science Requirements Document (SRD) design goal.  The 
WFD science program is designed to provide data for cosmology, transients 
and moving objects. 

SURVEY STRATEGY 

Figure 9.  The number of visits acquired for each field is plotted in Hammer-
Aitoff projection for each filter. 

Number of Visits to Each Field 

Inventory of Observation Time in 10-Year Survey 

Coverage on the Sky 

Figure 2.  The number of visits obtained in each field in the r-filter for the first 
year of a survey is indicated by the shaded areas. Each of the areas of interest 
(labeled) has a specific cadence definition. It should be noted that this is the 
spatial distribution of the number of visits in the first year of a survey, and will 
not be as uniform as for the full 10-year survey (see Figure 9). 

Figure 3.  A conceptual model of the Operations Simulator software.  In any 
simulated survey, an observing target is chosen based on the current sky 
conditions, the time needed to slew to candidate fields, and the simulated 
observing history, as well as by weighing the needs of all active science 
observing modes. 

BASELINE / REFERENCE SURVEY – OPSIM3.61 

Constraints 

There have been three major advancements: 

  Improved scheduled downtime implemented with a user-settable 
configuration file having parameters for timing and duration.  

  Implementation of random downtime through addition of a tool which 
generates a sequence of random downtime intervals.  

  Improved execution speed for a simulation by changing the way the 
cloud and seeing data is accessed. 

Figure 4.  A conceptual model for the current standard analysis tools, the 
Simulated Survey Tools for Analysis and Reporting (SSTAR).  The tool 
accesses the survey history generated by the Simulator, creates a number of 
science metrics, and outputs a report. 

The static SSTAR standard report is a useful initial characterization of a simulated 
survey and contains analyses which compare to the design and stretch specs 
from the SRD. To more fully assess how well a survey meets a particular science 
goal, the development of science metrics is needed (see Chandrasekharan et 
al., this session).  The process of making sense of the data requires the ability to 
explore and analyze it in an interactive way, and to communicate and 
collaborate about the results. To this end we are 

  Working with Science Collaborations to develop figures of merit. 

  Designing an efficient and extensible framework for  the figures of merit. 
  Enabling comparisons between simulated surveys. 
  Using visualization software for fast analysis and rapid prototyping. 
  Working with the ASCOT Team to explore the feasibility of creating our own 

interactive analysis tools (http://ascot.astro.washington.edu). 

  Develop multiple scheduling algorithms or strategies. 
  Expand LSST observing modes (e.g., more flexible cadences). 
  Experiment with dithering algorithms. 
  Include higher fidelity sky brightness models (e.g., twilight & 

scattered light). 
  Implement an improved weather model. 
  Include logic to plan observations based on upcoming events such 

as sunrise, downtime or cloudy weather (not trivial). 

Future Work 

Achievements 

Software 

For more information about cadence design and the science programs, please 
visit our public website at  http://www.lsst.org/lsst/opsim 

Science Collaboration members can find data sets linked from the Science Wiki 
and at  https://www.lsstcorp.org/opsim/home 

LSST

g-band

• A large spectroscopic campaign is 
underway to classify and characterize 
newly discovered systems 

• Future sky coverage: 
• DES Y3+: a few hundred deg2  

(and greater sensitivity) 
• Additional DECam  

observations beyond DES 

• LSST: 20,000 deg2  
(and much greater sensitivity) 

• The LAT continues to survey the  
entire gamma-ray sky. 
• With 45 dwarfs and 15 years of LAT 

data, expect sensitivity to thermal 
relic dark matter with a mass of 
≳400 GeV 

• Dwarfs will provide a sensitive test 
of DM interpretations of the 
Galactic center excess.
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DARK ENERGY
DARK MATTER
ORDINARY MATTER

Markevitch & Clowe, 2006

Astrophysical evidence for missing mass 
• Galaxy rotation curves 
• Colliding clusters 
• Cosmological probes 
!

Observations constrain a solution to be 
• Non-baryonic 
• (Almost totally) neutral 
• (Almost totally) collisionless 
!

Plethora of theoretical candidates: 
• Axions, sterile neutrinos, etc. 
• Modifications to gravity 
• Weakly Interacting Massive Particles (WIMPS)

Planck Collaboration, 2013 53

Dark Matter

NOAO, AURA, NSF, T.A. Rector



Event-by-Event Detection

Nearly ideal γ-ray candidate: 
1. Track starts in middle of TKR 
2. Extra hits near track 
3. CAL axis aligned with track 
4. CAL energy confined near axis

1

2

3

4

Nearly ideal proton candidate: 
1. Starts at top of TKR 
2. Few extra hits near track 
3. CAL axis not-aligned with track 
4. CAL energy “lumpier” 
5. Signal in the ACD (not shown)

1
2

3

4
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5 Orders of Magnitude

Primary Protons Primary Electrons

Gamma-ray all-sky

Gamma-ray isotropic background

Primary Positrons
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Background Rejection

55

5 Orders of Magnitude

Primary Protons Primary Electrons

Gamma-ray all-sky

Gamma-ray isotropic background

Primary Positrons

~50% Retention
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Andromeda (M31)

20 arcmin

Optical DSS Image
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Pass 8: Better “Seeing”

57Brandon Anderson, Stockholm University | 5th Fermi Symposium

Pass 8

4

effective area
angular 

resolution
point-source 

sensitivity

+25% +10-15% +40%
>  1  G E V @  1 - 1 0  G E V>  1  G E V

M O R E  DATA ,  M O R E  AC C U R AC Y,

A N D  M O R E  I N F O R M AT I O N !

(for more information see P. Bruel’s talk from Wednesday)

containment 
in psf classes

Brandon Anderson, Stockholm University | 5th Fermi Symposium

Pass 8

4

effective area
angular 

resolution
point-source 

sensitivity

+25% +10-15% +40%
>  1  G E V @  1 - 1 0  G E V>  1  G E V

M O R E  DATA ,  M O R E  AC C U R A C Y,

A N D  M O R E  I N F O R M AT I O N !

(for more information see P. Bruel’s talk from Wednesday)

containment 
in psf classes

• Events can be divided into classes 
based on the quality of the event 
reconstruction. 

• Combine events from all PSF event 
classes into a joint likelihood fit to avoid 
loss in effective area. 

• Results in another ~10-20% gain in 
point-source sensitivity.
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2.1. Overview

PAMELA is built around a 0.43 T permanent magnet
spectrometer equipped with six planes of double-sided sili-
con detectors allowing the sign, absolute value of charge
and momentum of traversing charged particles to be deter-
mined. The acceptance of the spectrometer (which also
defines the overall acceptance of the PAMELA experi-
ment) is 21.5 cm2 sr and the maximum detectable rigidity
is !1 TV. Spillover effects limit the upper detectable anti-
particle momentum to !190 GeV/c (!270 GeV/c) for anti-
protons (positrons). The spectrometer is surrounded by a

plastic scintillator veto shield. An electromagnetic calorim-
eter mounted below the spectrometer measures the energy
of incident electrons and allows topological discrimination
between electromagnetic and hadronic showers (or non-
interacting particles). Planes of plastic scintillator mounted
above and below the spectrometer form a time-of-flight
system which also provides the primary experimental trig-
ger. The timing resolution of the time-of-flight system
allows albedo particles to be identified and proton–electron
separation is also possible below !1 GeV/c. Ionising
energy loss measurements in the time-of-flight scintillator
planes and the silicon planes of the magnetic spectrometer
allow the absolute charge of traversing particles to be
determined. The volume between the upper two time-of-
flight planes is bounded by an additional plastic scintillator
anticoincidence system. A plastic scintillator system
mounted beneath the calorimeter aids in the identification
of high energy electrons and is followed by a neutron detec-
tion system for the selection of very high energy electrons
(up to 2 TeV) which shower in the calorimeter but do not
necessarily pass through the spectrometer.

The PAMELA subdetectors are read out and controlled
by a data acquisition system based around Actel (54SX ser-
ies) Field Programmable Gate Arrays (FPGA) [33] and
Analog Devices (ADSP-2187L) Digital Signal Processors
(DSP) [34]. Connections between different systems are
realised with redundant data-strobe [35] Low Voltage

Fig. 4. The PAMELA instrument. Top: a schematic overview of the
apparatus. Bottom: a photograph taken just prior delivery to Russia for
integration with the Resurs DK1 satellite. The detector is approximately
1.3 m tall. The magnetic field lines in the spectrometer are oriented along
the y-direction.

Table 2
The PAMELA mass budget

Subsystem Mass (kg)

Spectrometer 127
Calorimeter 104
General mechanics 85
Electronic units 45
Neutron detector 30
Thermal system 22
Time-of-flight 18
Anticoincidence 16
Magnetic screens 15
Bottom scintillator 8

Total mass 470

Table 3
The PAMELA average power budget

Subsystem Power (W)

Electronics 80
DC/DC converters 74
Spectrometer 63
Calorimeter 55
CPU 35
Power supply system 35
Neutron detector 10
Anticoincidence 1
Bottom scintillator 1
Time-of-flight 1

Total power 355

P. Picozza et al. / Astroparticle Physics 27 (2007) 296–315 299
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PAMELA AMS-02

Aguilar et al., PRL 110, 141102 (2013)Picozza et al., Astropart. Phys. 27, 296 (2007)
Adriani et al., Nature 458 (2009) Kounine, et al. Int. J. Mod. Phys. E. 21, 08 (2012)
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Fermi-LAT

Daniel & Stephens, PRL 15, 769 (1965)

Müller & Tang, ApJ. 312, 183 (1987)
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Positron Fraction

• Pulsars are another promising candidate 
for the rising positron fraction 

• AMS-02 see no signs of anisotropy  
(0.03 at 95% C.L.) 

• Gamma-ray observations are important 
for both hypotheses: 
– Search for nearby pulsars 
– Constraints on prompt gamma-ray 

emission from annihilation

60
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FIG. 1: The predicted cosmic ray positron fraction (left) and electron+positron spectrum (right) in dark matter models
annihilating to e+e− (top) and to µ+µ− (bottom). The error bars shown represent the positron fraction as measured by AMS
(black, left) and PAMELA (red, left), and the electron+positron spectrum as measured by Fermi and AMS-01 (black, right).
In each case, we have adopted a propagation model that provides a good fit to the various secondary-to-primary ratios as
described in the text, and with a diffusion zone half-width of L = 4 kpc. The expected backgrounds are shown as black dotted
lines. For each annihilation channel, we show results for two masses. For annihilations to e+e− and a mass of 350 GeV (900
GeV), we have used a thermally averaged annihilation cross section of ⟨σv⟩ = 4.4 × 10−25 cm3/s (2.5 × 10−24 cm3/s). For
annihilations to µ+µ− and a mass of 600 GeV (1.5 TeV), we have used a thermally averaged annihilation cross section of
1.7× 10−24 cm3/s (9.3× 10−24 cm3/s).

are expected to lead to local departures from the average
cosmic ray spectrum found throughout the Milky Way
(which may very well be a simple power-law) [26, 64].
When the Fermi electron+positron spectrum is taken in
combination with the positron fraction as measured by
AMS, it is clear that more very high energy cosmic ray
electrons are required than would be predicted using a
simple power-law extrapolated from the low-energy spec-
trum.

In Fig. 6, we show results using a broken power-law
for the spectrum of electrons injected from cosmic ray
sources, for the three DM models most capable of ac-
commodating the observed positron fraction. Between
4 and 100 GeV, we take the injected electron spectrum
to be dNe/dEe ∝ E−2.65

e
which provides a good fit to

the observed low energy spectrum. Above 100 GeV, we

harden this slope from -2.65 to -2.3.1 With this spectral
break, these three DM models now each appear to be
capable of self-consistently accounting for both the mea-
sured positron fraction and the overall leptonic cosmic
ray spectrum.

1 Note that instead of a hardening of the injected electron spec-
trum above ∼100 GeV, we could have instead considered a mild
overdensity of local sources. As electrons from local sources ex-
perience less energy loss than those from more distant sources,
the contribution from local sources will exhibit a harder spec-
trum, which could dominate the observed electron spectrum at
high energies even if the shape of the electron spectrum injected
from these sources is the same as that from the average source.
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FIG. 8: The same as in Fig. 7, but for a broken power-law spectrum of electrons injected from cosmic ray sources (dN
e
−/dE

e
− ∝

E−2.65
e

below 100 GeV and dN
e
−/dE

e
− ∝ E−2.3

e
above 100 GeV), and for slightly different pulsar spectral indices (α =1.6 and

1.5 in the upper and lower frames, respectively). With this cosmic ray background, the pulsar models shown can simultaneously
accommodate the measurements of the cosmic ray positron fraction and the overall leptonic spectrum.

nihilates into light intermediate states which then decay
into combinations of muons and charged pions, however,
can accommodate the new data (see Fig. 6). In those
dark matter models still capable of generating the ob-
served positron excess, the dark matter’s mass and anni-
hilation cross section fall in the range of ∼1.5-3 TeV and
⟨σv⟩ ∼ (6− 23)× 10−24 cm3/s.

We have also considered pulsars as a possible source
of the observed positrons. In particular, we find that for
reasonable choices of spectral parameters and spatial dis-
tributions, the sum of all pulsars in the Milky Way could
account for the observed positrons (see Fig. 8) if, on av-
erage, 10-20% of their total energy goes into the produc-
tion and acceleration of electron-positron pairs (assuming
a birth rate of one per century throughout the Galaxy,
each with an average total energy of 1049). It may also be
the case that a small number of nearby and young pulsars
(most notably Geminga and B0656+14) could dominate
the local cosmic ray positron flux at energies above sev-
eral tens of GeV. Taking into account these two excep-
tional sources, we estimate that if 3-4% of the total en-
ergy from pulsars goes into energetic pairs, these objects
could be responsible for the observed positron fraction.

Currently, we cannot yet discriminate between dark
matter and pulsars as the source of the observed positron
excess. We are hopeful, however, that future data from
AMS may change this situation. In addition to contin-
uing to improve the precision of their measurement of
the positron fraction and extending this measurement to
higher energies, AMS will also measure with unprece-
dented precision a number of secondary-to-primary ratios
of cosmic ray nuclei species, which can be used to con-
strain many aspects of the underlying cosmic rays propa-
gation model. Of particular importance is the 10Be/9Be
ratio, for which existing measurements are limited to en-
ergies below 2 GeV (kinetic energy per nucleon), and with
large errors (for a compilation of such measurements, see
Tables I and II of Ref. [61]). In contrast, AMS is ex-
pected to measure this ratio with much greater precision,
and up to energies of ∼10 GeV. This information will
enable us to break the longstanding degeneracy between
the diffusion coefficient and the boundary conditions of
the diffusion zone [63]. If these measurements ultimately
favor propagation models with a somewhat narrow dif-
fusion zone (L <∼ 4 kpc), it would be very difficult to
explain the observed positron fraction with any of the

experiments. This was done in [57] based on the 11-month
Fermi line search [9]. The limits will now be slightly
stronger and extend to lower masses. Our results on dark
matter decay are able to constrain a subset of the lifetime
range of interest for gravitinos decaying into monochro-
matic photons [58].

B. Inclusive spectrum limits

In this section, we use the inclusive spectrum in Fig. 8 to
calculate conservative upper limits on the annihilation
cross section and lower limits on the decay lifetime for
the channels eþe", !þ!", "þ"", WþW", b !b, gg
(gluons), ## ! eþe"eþe", and ## ! !þ!"!þ!".
The models with final state leptons are motivated by a
dark matter explanation to the PAMELA and Fermi CR
data [11–13], and include models with a new force media-
tor coupled to dark matter [41–44].

We note that the inclusive spectrum in our analysis’s
energy range is well fit by a simple power-law, making it a
reasonable assumption that at least anOð1Þ fraction comes
from astrophysical background sources and not from dark

matter. Nevertheless, we ignore any astrophysical back-
ground contribution to the photon spectrum, which makes
the resulting limits very conservative.
We compute the photon differential fluxes as described

above for various WIMP annihilation and decay models.
To calculate the cross-section upper limits, the WIMP
model annihilation flux is compared to the 95% CL upper
limit to the measured flux in each energy bin. In energy
bin k, the 95% CL UL to the measured flux is given by
"k þ 1:64$k, where $k is the error due to statistical
fluctuation (first error in Table I). The value of $k does
not include the systematic errors, due to the effective area
and absolute energy scale calibration uncertainty (also
given in Table I). The WIMP cross section is scaled until
the model flux exceeds the measured flux in a single energy
bin. The WIMP lifetime lower limits are calculated in a
similar way by scaling the decay lifetime.
As an example, we show in Fig. 16 the measured inten-

sity and the largest allowed flux for WIMP annihilation to
WþW" for WIMP masses from 86 GeV to 10 TeV.
Figures 17–20 show the annihilation cross-section upper

FIG. 19 (color online). As in Figs. 17 and 18, but for dark matter annihilation to !þ!" or "þ"".

FERMI LAT SEARCH FOR DARK MATTER IN GAMMA-RAY . . . PHYSICAL REVIEW D 86, 022002 (2012)

022002-17

Cholis & Hooper, PRD 88, 023013 (2013)
Ackermann et al., Phys. Rev. D86, 022002 (2012)
Meade et al., Nucl. Phys. B831, 178 (2010)

Fermi & PAMELA 
preferred region

LAT Inclusive  
Photon Limits
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Figure 6. The distributions of the pMSSM models in the h�viUL/m
2
�̃0
1
vs. LSP mass (left panels)

and D vs. LSP mass (right panels) planes. The full flat-prior model set is displayed as grey points
and models whose annihilations occur predominantly through a given final state channel are overlaid
in other colors, as denoted in the figure. In the left panels, one can see that removing the dependence
on total annihilation rate and LSP mass (scaling D ⇥ h�viT /m2

�̃0
1
= h�viUL/m

2
�̃0
1
) allows for tight

localization of models with similar annihilation spectra, whereas it is comparatively di�cult to predict
where models fall in the D vs. LSP mass plane without such scaling. The upper panels display these
relations for all pMSSM models while the lower panels zoom in on those models that are closest to
constraint (D < 10).

as tight for eigenstate composition (figures 7–8) as those for annihilation final-state (figure 6),
trends still exist.

Bino-like LSPs annihilate essentially only through channels �̃0
1�̃

0
1 ! ff̄ via t-channel

exchanges of sfermion partners f̃ . Due to helicity suppression, bino-like models typically
annihilate to some combination of ⌧+⌧�, bb̄ and tt̄ (compare the red points on figure 7 with
the red/green/orange points in the top panels of figure 6). The resulting mixture of rates
into various final states depends on the pattern of sfermion masses, which are scanned over
in our model generation procedure. The mapping in figure 7 from left- to right-panel is thus
quite sensitive to scanned parameters, resulting in a wide variety of predictions for �-ray
annihilation signals from bino-like LSPs.10

10For a large number of models in our set the calculation of h�viT is also complicated by co-annihilations [46],

– 13 –

• The tau+tau- and b-bbar 
channels do a good job 
bracketing the allowed 
range of annihilation 
signals. 

• (Apologies that you need to 
multiply this plot by mx2 in 
your head)
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The Astrophysical Journal, 789:13 (23pp), 2014 July 1 Bulbul et al.

Figure 6. 3–4 keV band of the stacked XMM-Newton MOS spectrum of the
full sample. The spectrum was rebinned to make the excess at ∼3.57 keV more
apparent.
(A color version of this figure is available in the online journal.)

The surface brightness of the DM decay signal is proportional
to the DM column density SDM =

∫
los ρDM(r)dr . The observed

photon flux from the DM decay into a solid angle ΩFOV is given
by

FDM = MFOV
DM

4πD2
L

Γγ

ms

(1 + z) photons cm−2 s−1, (3)

where Γγ and ms are the decay rate and mass of the sterile
neutrino (see Equation (1) and Pal & Wolfenstein (1982)), MFOV

DM
is the projected DM mass within the spectral extraction region
(Rext, which is either R500 or RFOV), and DL is the luminosity
distance.

The DM mass projected along the line of sight is

MFOV
DM =

∫

los
ρDM(r)dr, (4)

where ρDM(r) is the distribution of dark matter determined by
the Navarro–Frenk–White (NFW) profile (Navarro et al. 1997)
and given by

ρDM(r) = ρc

(r/rs)(1 + r/rs)2
, (5)

where ρc is a characteristic density and rs is a scale radius. The
integration of the dark matter distribution within the extraction
radius (given in Table 4) is along the line of sight. An extraction
radius of 700′′ was used for the clusters larger than the FOV of
XMM-Newton, while an extraction radius of R500 was used for
the clusters smaller than the FOV.

The expected contribution of each cluster i to the total DM
line flux in the stacked spectrum is

ωi,dm =
M

proj
i,DM(< Rext)(1 + zi)

4πD2
i,L

ei

etot
, (6)

where zi is the redshift of the ith cluster and ei and etot are the
exposure time of the ith cluster and the total exposure time of
the sample, respectively.

The dark matter mass within the extraction radius is estimated
as

MDM(Rext) = Mtot(Rext) − Mgas(Rext) − M∗(Rext), (7)

where Mtot(Rext), Mgas(Rext), and M∗(Rext) are the total mass,
gas mass, and stellar mass in the extraction radius Rext, respec-
tively. The observed Vikhlinin et al. (2009) temperature–mass
scaling relation was used to infer total masses for the intra-
cluster gas temperatures measured from the XMM-Newton ob-
servations. The gas mass is determined following the method
described in Bulbul et al. (2010). The contribution of stars to the
total baryon budget is modest at large radii but more important
in the cluster centers because of the presence of cD galaxies.
At large radii (! R500), M∗ is 10%–15% of the gas mass (Lin
& Mohr 2004; Vikhlinin et al. 2006). Stellar masses of each
cluster were determined using the stellar mass–total mass scal-
ing relation (Gonzalez et al. 2013). The calculated dark matter
masses were corrected using this factor. The projected dark
matter masses within Rext were then determined by projecting
NFW profiles (Bartelmann 1996; Golse & Kneib 2002; Loewen-
stein et al. 2009). We used a concentration parameter c500 = 3
from the Vikhlinin et al. (2006) c−M500 scaling relation and
the median total mass within R500 of the full sample, which is
∼6 × 1014 M⊙. The projected dark matter mass within each
spectral extraction radius is given in Table 4.

Weights for the responses to be included in the stacked-
spectrum response were calculated as follows. The number of
dark matter decay photons in each cluster spectrum is

Si = α ωi,dm etot Ai, (8)

where Ai is the ancillary response (the instrument effective area)
at photon energy E/(1+zi), and α is the ratio of the decay rate of
sterile neutrinos to the sterile neutrino mass ms (here we denote
α ≡ Γγ /ms). The total number of dark matter photons in the
stacked line is

Sline =
i=73∑

i=0

Si

= α ωtot etot Aω, (9)

where the weighted ARF Aω is a function of the total weight
ωtot,

Aω =
∑

i

ωi

ωtot
Ai, (10)

and
ωtot =

∑

i

ωi . (11)

The weighted responses Aω were used to model our new line,
while X-ray count-weighted response files were used to model
the other known emission lines and the continuum components.

For MOS, the flux in the 3.57 keV line was 4.0+0.8
−0.8 (+1.8

−1.2) ×
10−6 photons cm−2 s−1, where the errors are 68% (90%).
For PN, at the best-fit energy of 3.51 keV, the line flux is
3.9+0.6

−1.0 (+1.0
−1.6) × 10−6 photons cm−2 s−1. If we fix the line

energy from the MOS fit, for PN we obtain the flux 2.5+0.6
−0.7

(+1.0
−1.1) × 10−6 photons cm−2 s−1.

We note that the line energy detected in the stacked PN
observations of the full sample is consistent with the K xviii
line at 3.515 keV. However, the measured flux from this line is a
factor of 20 above the expected flux of the K xviii line, estimated
based on the measured fluxes of the S xvi, Ca xix, and Ca xx
lines and assuming a consistent relative abundance for K xviii
along with the plasma temperature from AtomDB. In addition,
the detected energy in the stacked MOS observations of the full

10

Image: NASA/CXC/SAO/E.Bulbul et al., Overlay: APS/Alan Stonebraker

• Unidentified x-ray line (>3) in Andromeda 
galaxy, Perseus galaxy cluster, and 
astacked sample of galaxy clusters. 

• Lot’s of active debate about possible 
astrophysical origins. 

• Very deep observations of the Draco 
dwarf galaxy should be able to 
conclusively test this scenario.Bulbul et al. ApJ 789, 13 (2014)

Boyarsky et al. PRL 113, 251301 (2015)
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DATA ANALYSIS

• 6 years of Pass 8 Source data 

• Method: log-likelihood ratio 
test for no-ALP and ALP 
hypothesis  

• Split into EDISP event types 
and combine results 

• Use bin-by-bin likelihood 
curves, similar to dSph analysis 
[Ackermann et al. 2014,2015] 

• Hypothesis test calibrated with 
Monte-Carlo simulations
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P��(ma, ga� ,B)F (E)

exp(�⌧��)F (E)

Photon. surv. prob.
Intrinsic  

spectrum

Intrinsic 
spectrum

EBL attenuation 
only

ALP HYPOTHESIS:

NO-ALP HYPOTHESIS:

COMPARISON WITH OTHER LIMITS

• Strongest limits to date 
between  
0.5 ≲ ma ≲ 20 neV  

• Comparable with 
sensitivity of future 
laboratory experiments 
in that mass range 

• Strongly constrains 
possibility that ALPs 
explain ɣ-ray 
transparency 
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L I M I T S

S E N S I T I V I T I E S

[e.g. Essig et al. 2013; 
Meyer & Conrad 2014 and references therein] 

LAT Collaboration (2015)


