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Overview

• Look at searches for a light Higgs boson 

‣ CMS: 4𝜏 

‣ ATLAS: 2μ2𝜏  

• Interpretation in the context of the NMSSM
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NMSSM

• NMSSM: Next-to-Minimal Supersymmetric Standard Model 

‣ = MSSM + singlet/ino S + parameters λ, 𝜅 - parameter μ 

• Keeps attractive features of MSSM 

‣ Solve Hierarchy problem, DM candidate… 

• Fixes issues in MSSM 

‣ μ-problem → dynamically generate μ with ⟨S⟩, now scale independent 

‣ “little” fine-tuning problem → extra term ~ 𝜅 to ease fine-tuning 

• More Higgses: h1,2,3 (CP-even), a1,2 (CP-odd), h± → h125 = h1 or h2 
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Motivation
• Consider scenario where a1 or h1 (≣ 𝜙1) is light: 2m𝜏 → 2mb 

• If 𝜙1 = h1:  h2 → 2h1  

• If 𝜙1 = a1:  h1 → 2a1 or h2 → 2a1

4

h (125) = h1 or h2, produced 
via gluon-gluon fusion

 BR (𝜙1 → ℓ-ℓ+) ~ mℓ2 

Dominant decay: 
𝜙1 → 𝜏 𝜏  

BR(μμ)/BR(𝜏𝜏) ~ 0.004
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NMSSM landscape

• What can we expect? Decompose the total cross-section ⨉ BR:
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𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 
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NMSSM landscape
• When hi = h125:
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𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 

Contours of constant ggh ⨉ BR 
→ always ≾ 0.2 

Limited by experimental constraints

(wrt SM ggh2 
coupling)
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NMSSM landscape
• When hi ≠ h125:
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𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 

Contours of constant ggh ⨉ BR 
→ always ≾ 0.07 
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NMSSM landscape

• Total 𝜎 ⨉ BR (hi = h125):
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≾ 2 - 3 pb
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NMSSM landscape

• Total 𝜎 ⨉ BR (hi ≠ h125):
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Aside: how CMS detects objects

11
Trigger
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Signal Characteristics

• mh >> m𝜙 → 𝜙1 heavily boosted, tau pair collimated 

‣ Identifying 2 pairs of overlapping taus non-trivial 

• Search strategies to cope with boosted taus: 

‣ Modify tau ID to remove overlapping particle (CMS HIG-14-022) 

‣ Choose an alternative way of identifying taus (CMS HIG-14-019) 

‣ Or choose a different decay channel (ATLAS HIGG-2014-02) 

• ATLAS search for 2μ2𝜏 

‣ Penalised by BR 

‣ Cleaner dimuon invariant mass spectrum to look for peak

12
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Signal Characteristics

• Use simple objects instead to target 1-prong decays: 1 muon + 1 
track  

‣ One tau in each pair decays to a muon  

‣ Other tau decays to 1 charged particle 

‣ Can trigger on 2 muons

13

ɸ1

𝜏

𝜏 e/μ/h

μ

ν
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Signal Characteristics

14

Muon-track “pair” or “system”, 
randomly assign label “1” or “2”

μ±

μ±

track∓

track∓

Same-charge muons to 
remove backgrounds  

(ℓℓ, ttbar) 

Look for 1 
opposite-charge 
track close to μ

h (125) has low pT → require 
large separation between 

muons

Defines our  
“signal region”
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Background

• Backgrounds dominated by QCD events 

‣ Typically semi-muonic b/c hadron decay from       events 

‣ Same-charge muons result of: 

• Example from PYTHIA8:
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Background Estimate

• Use data-driven estimate (lack of MC stats) 

• Use muon-track pair invariant mass (mi) as discriminating variable: 

‣ Use 2D distribution of m1 vs m2 

‣ Get distribution for background events from “sideband” region
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Background Estimate

• Want sideband region rich in QCD events, little signal contamination 

‣ with similar kinematics to signal region 

• QCD events have muon amongst jet of other hadrons/leptons 

• Sideband region =  signal selection but allowing 1 or 2 extra tracks 
around one muon

17
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Limit

• See no significant excess in data → set upper limit on 𝜎 ⨉ BR
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Figure 8: The observed and expected upper limits on (sB)sig in pb at 95% CL, as a function of
mf1 . The expected limit is obtained under the background-only hypothesis. The bands show
the expected ±1s and ±2s probability intervals around the expected limit.

The analysis presented here complements the search for h/H ! a1a1 ! µµtt performed by463

the ATLAS Collaboration [52], providing results in the 4t channel, which has not been previ-464

ously explored at the LHC.465

9 Summary466

A search for a very light NMSSM Higgs boson a1 or h1, produced in decays of the observed467

boson with a mass near 125 GeV, H(125), is performed on a pp collision data set corresponding468

to an integrated luminosity of 19.7 fb�1, collected at a centre-of-mass energy of 8 TeV. The anal-469

ysis searches for the production of an H(125) boson via gluon-gluon fusion, and its decay into470

a pair of a1 (h1) states, each of which decays into a pair of t leptons. The search covers a mass471

range of the a1 (h1) boson of 4 to 8 GeV. No significant excess above background expectations472

is found in data, and upper limits at 95% CL are set on the signal production cross section times473

branching fraction,474

(sB)sig ⌘ s(gg ! H(125))B(H(125) ! f1f1)B2(f1 ! tt),

where f1 is either the a1 or h1 boson. The observed upper limit at 95% CL on (sB)sig ranges475

from 4.5 pb at mf1 = 8 GeV to 10.3 pb at mf1 = 5 GeV.476
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Limit

• See no significant excess in data → set upper limit on 𝜎 ⨉ BR
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Limit

• See no significant excess in data → set upper limit on 𝜎 ⨉ BR
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ATLAS result
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Figure 4: Observed mµµ distribution in SRµ (top) and
SRe (bottom) and the background-only fit. The Z/�⇤

component of the fit is the combination of the Z boson
resonance and the �⇤ continuum models. The % residuals
are shown below each plot. Bins below 4GeV are 200MeV
wide, between 4GeV and 15GeV they are 500MeV wide,
and above 15GeV they are 2GeV wide. The expected

distribution from a signal with BR(h ! aa)=10% is shown
for three di↵erent ma hypotheses (5GeV, 10GeV, and

20GeV). Simulated SM backgrounds are shown in the stack,
with the Z/�⇤ sample only valid above mµµ > 10GeV.

is found for mµµ = 8.65GeV to be 0.0223, correspond-
ing to a local significance of 2.01�. Correcting for the
look-elsewhere e↵ect [71] gives a global p-value > 0.5, in-
dicating that at least one excess of this magnitude, or
larger, is expected from background fluctuations in at
least 50% of experiments.

With no evidence to support the NMSSM hypothesis, a
95% CL limit can be set using the CLs prescription [72].
Figure 6 shows the observed and expected limits on the
rate (�(gg ! h)⇥BR(h ! aa)) relative to the SM Higgs

Table IV: Measured values and uncertainties of
region-dependent parameters. The mµµ distribution is fit

between 2.8GeV and 70GeV for all regions, except for CRb,
which has a lower bound at 15GeV. There is no contribution

to the total background from the  or ⌥ resonances.

Parameter f
⌥

h
⌥

 +⌥

i
(%) f

Res

⇥
 +⌥

Total

⇤
(%) ft¯t

h
t¯t

Total

i
(%)

CRj 32.6± 0.3 14.7± 0.1 6.1± 0.9
CRb N/A N/A 87.2± 5.1
VRµ 35.8± 6.0 18.8± 2.3 28.2± 3.2
VRe 36.3± 9.2 12.2± 2.3 34.2± 3.6
SRµ 25.8± 4.9 15.2± 1.6 20.4± 4.1
SRe 24.5± 6.6 11.8± 1.6 23.5± 5.0
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Figure 5: Observed p-value as a function of mµµ, with
downward fluctuations of the data represented by a p-value
of 0.5. The p-values are evaluated in 50MeV intervals below
15GeV, then 100MeV intervals up to 30GeV, and 200MeV
intervals up to mµµ = 50GeV. The p-values shown have not

been corrected for the look-elsewhere e↵ect.

boson gluon-gluon fusion production cross section (�SM),
calculated at NLO+NNLL precision [56], as a function of
ma with mH set to 125GeV. The limits are evaluated in
the same intervals used for the p-value scan. Also shown
in the figure is the total rate (�(gg ! H)⇥BR(H ! aa))
as a function of mHwith ma set to 5GeV, evaluated at
50GeV intervals from mH = 100GeV to 500GeV and
at mH = mh = 125GeV. In both panels of Fig. 6,
the observed and expected limits have been scaled by
BR(a ! ⌧⌧)2 to explicitly account for the branching ra-
tios assumed in this analysis and facilitate reinterpreta-
tion of the results.

• Trigger on single μ (36 GeV) or di-μ (18 + 8) 

• Optimised for ma ≾ 10 GeV 

• Look in window mμμ ∈ [2.8, 70] GeV 

• Perform template fit on mμμ data, including 
backgrounds from J/𝜓, ϒ, Drell-Yan (Z*/𝛾), tt. 

μ/e

μ±

μ∓
1-3 tracks, 
OS to μ/e

a → μμ a → 𝜏𝜏

∆𝜙 > 1
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ATLAS result
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Figure 5: Observed p-value as a function of mµµ, with
downward fluctuations of the data represented by a p-value
of 0.5. The p-values are evaluated in 50MeV intervals below
15GeV, then 100MeV intervals up to 30GeV, and 200MeV
intervals up to mµµ = 50GeV. The p-values shown have not

been corrected for the look-elsewhere e↵ect.

of the remaining parameters, as well as the correspond-
ing values from the fits to the control and validation re-
gions, are shown in Table IV. The consistency with the
background-only model is evaluated by scanning the lo-
cal p-value as a function of mµµ from 3.7GeV to 50GeV,
using the same calculation, ma range, and intervals used
in the scan of the validation region. The results of this
scan are reported in Fig. 5. The minimum local p-value
is found for mµµ = 8.65GeV to be 0.0223, correspond-
ing to a local significance of 2.01�. Correcting for the
look-elsewhere e↵ect [71] gives a global p-value > 0.5, in-
dicating that at least one excess of this magnitude, or
larger, is expected from background fluctuations in at
least 50% of experiments.

Table IV: Measured values and uncertainties of
region-dependent parameters. The mµµ distribution is fit

between 2.8GeV and 70GeV for all regions, except for CRb,
which has a lower bound at 15GeV. There is no contribution

to the total background from the  or ⌥ resonances.
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h
⌥

 +⌥

i
(%) f
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⇥
 +⌥

Total

⇤
(%) ft¯t

h
t¯t

Total
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(%)

CRj 32.6± 0.3 14.7± 0.1 6.1± 0.9
CRb N/A N/A 87.2± 5.1
VRµ 35.8± 6.0 18.8± 2.3 28.2± 3.2
VRe 36.3± 9.2 12.2± 2.3 34.2± 3.6
SRµ 25.8± 4.9 15.2± 1.6 20.4± 4.1
SRe 24.5± 6.6 11.8± 1.6 23.5± 5.0

With no evidence to support the NMSSM hypothesis, a
95% CL limit can be set using the CLs prescription [72].
Figure 6 shows the observed and expected limits on the
rate (�(gg ! h)⇥BR(h ! aa)) relative to the SM Higgs
boson gluon-gluon fusion production cross section (�SM),
calculated at NLO+NLLL precision [56], as a function of
ma with mH set to 125GeV. The limits are evaluated in
the same intervals used for the p-value scan. Also shown
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Figure 6: Observed (solid red) and expected (dashed black)
limits with the expected ±1� and ±2� bands shown in green
and yellow respectively. The top figure shows the expected
and observed limits on the rate (�(gg ! h)⇥BR(h ! aa))

relative to the SM Higgs boson gluon-gluon fusion
production cross section (�

SM

) as a function of ma with mH

set to 125GeV. The limits are evaluated in 50MeV intervals
below 15GeV, then 100MeV intervals up to 30GeV, and

200MeV intervals up to ma = 50GeV. Shown in the bottom
figure is the total rate (�(gg ! H)⇥BR(H ! aa)) as a

function of mH with ma set to 5GeV, evaluated at 50GeV
intervals from mH = 100GeV to 500GeV and at

mH = mh = 125GeV. The width of the black band in the
bottom figure indicates the theoretical uncertainty on the

SM gg ! H cross section [56]. In both figures, the observed
and expected limits have been scaled by an O(1) parameter,
BR(a ! ⌧⌧)2, to account for the branching ratios assumed
in this analysis and facilitate reinterpretation of the results.

in the figure is the total rate (�(gg ! H)⇥BR(H ! aa))
as a function of mHwith ma set to 5GeV, evaluated at
50GeV intervals from mH = 100GeV to 500GeV and
at mH = mh = 125GeV. In both panels of Fig. 6,
the observed and expected limits have been scaled by
BR(a ! ⌧⌧)2 to explicitly account for the branching ra-
tios assumed in this analysis and facilitate reinterpreta-
tion of the results.
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downward fluctuations of the data represented by a p-value
of 0.5. The p-values are evaluated in 50MeV intervals below
15GeV, then 100MeV intervals up to 30GeV, and 200MeV
intervals up to mµµ = 50GeV. The p-values shown have not

been corrected for the look-elsewhere e↵ect.

of the remaining parameters, as well as the correspond-
ing values from the fits to the control and validation re-
gions, are shown in Table IV. The consistency with the
background-only model is evaluated by scanning the lo-
cal p-value as a function of mµµ from 3.7GeV to 50GeV,
using the same calculation, ma range, and intervals used
in the scan of the validation region. The results of this
scan are reported in Fig. 5. The minimum local p-value
is found for mµµ = 8.65GeV to be 0.0223, correspond-
ing to a local significance of 2.01�. Correcting for the
look-elsewhere e↵ect [71] gives a global p-value > 0.5, in-
dicating that at least one excess of this magnitude, or
larger, is expected from background fluctuations in at
least 50% of experiments.

Table IV: Measured values and uncertainties of
region-dependent parameters. The mµµ distribution is fit

between 2.8GeV and 70GeV for all regions, except for CRb,
which has a lower bound at 15GeV. There is no contribution

to the total background from the  or ⌥ resonances.
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CRj 32.6± 0.3 14.7± 0.1 6.1± 0.9
CRb N/A N/A 87.2± 5.1
VRµ 35.8± 6.0 18.8± 2.3 28.2± 3.2
VRe 36.3± 9.2 12.2± 2.3 34.2± 3.6
SRµ 25.8± 4.9 15.2± 1.6 20.4± 4.1
SRe 24.5± 6.6 11.8± 1.6 23.5± 5.0

With no evidence to support the NMSSM hypothesis, a
95% CL limit can be set using the CLs prescription [72].
Figure 6 shows the observed and expected limits on the
rate (�(gg ! h)⇥BR(h ! aa)) relative to the SM Higgs
boson gluon-gluon fusion production cross section (�SM),
calculated at NLO+NLLL precision [56], as a function of
ma with mH set to 125GeV. The limits are evaluated in
the same intervals used for the p-value scan. Also shown
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Figure 6: Observed (solid red) and expected (dashed black)
limits with the expected ±1� and ±2� bands shown in green
and yellow respectively. The top figure shows the expected
and observed limits on the rate (�(gg ! h)⇥BR(h ! aa))

relative to the SM Higgs boson gluon-gluon fusion
production cross section (�

SM

) as a function of ma with mH

set to 125GeV. The limits are evaluated in 50MeV intervals
below 15GeV, then 100MeV intervals up to 30GeV, and

200MeV intervals up to ma = 50GeV. Shown in the bottom
figure is the total rate (�(gg ! H)⇥BR(H ! aa)) as a

function of mH with ma set to 5GeV, evaluated at 50GeV
intervals from mH = 100GeV to 500GeV and at

mH = mh = 125GeV. The width of the black band in the
bottom figure indicates the theoretical uncertainty on the

SM gg ! H cross section [56]. In both figures, the observed
and expected limits have been scaled by an O(1) parameter,
BR(a ! ⌧⌧)2, to account for the branching ratios assumed
in this analysis and facilitate reinterpretation of the results.

in the figure is the total rate (�(gg ! H)⇥BR(H ! aa))
as a function of mHwith ma set to 5GeV, evaluated at
50GeV intervals from mH = 100GeV to 500GeV and
at mH = mh = 125GeV. In both panels of Fig. 6,
the observed and expected limits have been scaled by
BR(a ! ⌧⌧)2 to explicitly account for the branching ra-
tios assumed in this analysis and facilitate reinterpreta-
tion of the results.
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Interpretation

• Compare to 8 TeV parameter space scans using ATLAS & CMS limits: 

• For reference, 𝜎ggh(mh=125) = 19.3pb at 8 TeV 
23
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Looking to Run 2

• Larger √s: 

‣ 𝜎(ggh) increases by ~ ⨉ 2.7  (𝜎gghSM ≈ 50pb) 

• QCD       background increase: 𝜎 ≈ 200μb → 350μb (⨉ ~1.5). Overall 
S:B increase by ~ ⨉ 1.8 

• Potential for more sophisticated MVA-based techniques to conquer 
boosted di-taus 

• Investigate region above 2mb

24

bb̄
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Looking to Run 2

• 𝜎 ⨉ BR landscape at 13 TeV:

25

Up to 6 - 7 pb
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ma > 2m𝜏 : bb𝜏𝜏

• Balance between: 

‣ BR(bb) >> BR(𝜏𝜏) >> BR(μμ) 

‣ bb → lots of QCD background

26
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ma > 2m𝜏 : bb𝜏𝜏

• Balance between: 

‣ BR(bb) >> BR(𝜏𝜏) >> BR(μμ) 

‣ bb → lots of QCD background

27

Interesting dynamics here 
- boosted B-jet pairs
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Conclusion

• First LHC searches for production of a pair of light bosons decaying 
into pairs of taus performed 

• Placed limits on 𝜎 ⨉ BR for ggh(125) → 2𝜙 → 4𝜏 

‣ For m𝜙 = 8 GeV: CMS - 4.5 pb obs. (3pb exp.) ,  ATLAS - 1.97 pb obs.  
(2.06pb exp.) 

• NMSSM still looking healthy 

• Baseline for 13 TeV analysis

28
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NMSSM landscape

• What can we expect? Decompose the total cross-section ⨉ BR:

30

𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 

(wrt SM ggh2 
coupling)

Parameter scans include latest updates to B-physics 
calculations & experimental values in NMSSMTools
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NMSSM landscape

• What can we expect? Decompose the total cross-section ⨉ BR:

31

𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 
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NMSSM landscape

32

𝜎 ⨉ BR ≣ 𝜎ggh (SM) ⨉ ggh2 ⨉ BR(h → 𝜙1𝜙1) ⨉ BR(𝜙1 → 𝜏 𝜏)2 
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MC yields

33

6 5 Signal extraction

Table 1: The number of observed events, expected background and signal yields, and signal ac-
ceptances after final selection. The computed signal acceptances include the branching fraction
factor B2(f1 ! tµtone-prong)/2. The electroweak background contribution includes the Drell–
Yan process, W + jets production, and diboson production of WW, WZ, and ZZ. The numbers
of signal events are reported for the benchmark value of the signal production cross section
times branching fraction of 5 pb. The expected background and signal yields and signal accep-
tances are obtained from simulation. The quoted uncertainties in predictions from simulation
include only statistical uncertainties related to the size of MC samples.

Sample Number of events
Data 873

Expected background events
QCD multijet 820 ± 320
tt 1.2 ± 0.2
Electroweak 5.0 ± 4.7
Signal acceptance A(gg ! H(125) ! f1f1 ! 4t)
mf1 = 4 GeV (5.38 ± 0.23)⇥ 10�4

mf1 = 5 GeV (4.36 ± 0.21)⇥ 10�4

mf1 = 6 GeV (4.00 ± 0.23)⇥ 10�4

mf1 = 7 GeV (4.04 ± 0.20)⇥ 10�4

mf1 = 8 GeV (3.13 ± 0.18)⇥ 10�4

Expected signal events for (sB)sig = 5 pb
mf1 = 4 GeV 53.0 ± 2.3
mf1 = 5 GeV 43.0 ± 2.0
mf1 = 6 GeV 39.5 ± 2.0
mf1 = 7 GeV 39.9 ± 2.0
mf1 = 8 GeV 30.8 ± 1.8

for the two possible charges of the required muonic decay: t�t+ ! µ� + one-prong+ and196

t�t+ ! µ+ + one-prong�. Subtraction of the term B2(t ! µnn̄) avoids double counting in197

the case where the two t leptons produced by a given f1 both decay to muons.198

The invariant mass of each selected muon and the nearby track is reconstructed. The two-199

dimensional distribution of the invariant mass of each selected muon and the nearby track200

is used to discriminate between the signal and the QCD multijet background; the signal is201

extracted by means of a fit to this two-dimensional distribution. The binning of the two-202

dimensional (m1, m2) distributions is illustrated in Fig. 2. For masses below 3 GeV, bins of203

1 GeV width are used for both m1 and m2. For masses in the range 3 < m1(m2) < 10 GeV, a204

single bin is used. This choice avoids poorly populated bins in the two-dimensional (m1, m2)205

distributions in the background control regions used to construct and validate the QCD multi-206

jet background model (Section 6). For each selected event, the (m1, m2) histogram is filled once207

if the pair of quantities (m1, m2) occurs in one of the diagonal bins and twice, once with val-208

ues (m1, m2) and a second time with the swapped values (m2, m1), for off-diagonal bins. This209

procedure insures the symmetry of the two-dimensional (m1, m2) distribution. To avoid double210

counting of events, the off-diagonal bins (i, j) with i > j are excluded from the procedure of the211

signal extraction (the hatched bins in Fig. 2). Thus, the number of independent bins is reduced212

from 4 ⇥ 4 = 16 to 4 ⇥ (4 + 1)/2 = 10.213

In order to fit the data in the 10 bins of the two-dimensional distribution of Fig. 2, a two-214
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MC yields
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6 5 Signal extraction

Table 1: The number of observed events, expected background and signal yields, and signal ac-
ceptances after final selection. The computed signal acceptances include the branching fraction
factor B2(f1 ! tµtone-prong)/2. The electroweak background contribution includes the Drell–
Yan process, W + jets production, and diboson production of WW, WZ, and ZZ. The numbers
of signal events are reported for the benchmark value of the signal production cross section
times branching fraction of 5 pb. The expected background and signal yields and signal accep-
tances are obtained from simulation. The quoted uncertainties in predictions from simulation
include only statistical uncertainties related to the size of MC samples.

Sample Number of events
Data 873

Expected background events
QCD multijet 820 ± 320
tt 1.2 ± 0.2
Electroweak 5.0 ± 4.7
Signal acceptance A(gg ! H(125) ! f1f1 ! 4t)
mf1 = 4 GeV (5.38 ± 0.23)⇥ 10�4

mf1 = 5 GeV (4.36 ± 0.21)⇥ 10�4

mf1 = 6 GeV (4.00 ± 0.23)⇥ 10�4

mf1 = 7 GeV (4.04 ± 0.20)⇥ 10�4

mf1 = 8 GeV (3.13 ± 0.18)⇥ 10�4

Expected signal events for (sB)sig = 5 pb
mf1 = 4 GeV 53.0 ± 2.3
mf1 = 5 GeV 43.0 ± 2.0
mf1 = 6 GeV 39.5 ± 2.0
mf1 = 7 GeV 39.9 ± 2.0
mf1 = 8 GeV 30.8 ± 1.8

for the two possible charges of the required muonic decay: t�t+ ! µ� + one-prong+ and196

t�t+ ! µ+ + one-prong�. Subtraction of the term B2(t ! µnn̄) avoids double counting in197

the case where the two t leptons produced by a given f1 both decay to muons.198

The invariant mass of each selected muon and the nearby track is reconstructed. The two-199

dimensional distribution of the invariant mass of each selected muon and the nearby track200

is used to discriminate between the signal and the QCD multijet background; the signal is201

extracted by means of a fit to this two-dimensional distribution. The binning of the two-202

dimensional (m1, m2) distributions is illustrated in Fig. 2. For masses below 3 GeV, bins of203

1 GeV width are used for both m1 and m2. For masses in the range 3 < m1(m2) < 10 GeV, a204

single bin is used. This choice avoids poorly populated bins in the two-dimensional (m1, m2)205

distributions in the background control regions used to construct and validate the QCD multi-206

jet background model (Section 6). For each selected event, the (m1, m2) histogram is filled once207

if the pair of quantities (m1, m2) occurs in one of the diagonal bins and twice, once with val-208

ues (m1, m2) and a second time with the swapped values (m2, m1), for off-diagonal bins. This209

procedure insures the symmetry of the two-dimensional (m1, m2) distribution. To avoid double210

counting of events, the off-diagonal bins (i, j) with i > j are excluded from the procedure of the211

signal extraction (the hatched bins in Fig. 2). Thus, the number of independent bins is reduced212

from 4 ⇥ 4 = 16 to 4 ⇥ (4 + 1)/2 = 10.213

In order to fit the data in the 10 bins of the two-dimensional distribution of Fig. 2, a two-214

Better acceptance for lighter ma due to larger 𝜏 boost
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Background Estimate

• Relies on same shape for background events in both signal & 
sideband regions 

‣ distribution shape uncorrelated with track multiplicity around a muon 

‣ tested using dedicated MC made with PYTHIA8, no detector effects
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Signal Extraction

• Use 2D plot of m1 vs m2 to fit signal + background to data 

‣ Normalisations of signal & background templates not fixed
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Limit

37

17

Table 3: The number of observed data events, the predicted background yields, and the ex-
pected signal yields, for different masses of the f1 boson in individual bins of the (m1, m2) dis-
tribution. The background yields and uncertainties are obtained from the maximum-likelihood
fit under the background-only hypothesis. The signal yields are obtained from simulation and
normalized to a signal cross section times branching fraction of 5 pb. The uncertainties in the
signal yields include systematic and MC statistical uncertainties. The bin notation follows the
definition presented in Fig. 2.

Expected signal for (sB)sig = 5 pb, mf1 [GeV] =
Bin Data Bkg. 4 5 6 7 8
(1,1) 124 116 ± 7 9.7 ± 1.5 1.9 ± 0.5 < 0.1 0.1 ± 0.1 < 0.1
(1,2) 231 247 ± 10 21.6 ± 2.9 6.8 ± 1.1 1.9 ± 0.5 0.3 ± 0.2 0.1 ± 0.1
(1,3) 91 98 ± 6 3.8 ± 0.8 4.9 ± 0.9 2.4 ± 0.6 0.9 ± 0.3 0.2 ± 0.2
(1,4) 64 60 ± 5 0.1 ± 0.1 1.5 ± 0.4 1.8 ± 0.5 0.8 ± 0.3 0.5 ± 0.2
(2,2) 137 142 ± 8 14.2 ± 2.0 8.2 ± 1.3 2.8 ± 0.6 1.5 ± 0.4 0.8 ± 0.3
(2,3) 112 104 ± 6 3.7 ± 0.7 10.4 ± 1.6 9.2 ± 1.4 4.4 ± 0.8 2.3 ± 0.6
(2,4) 61 59 ± 5 < 0.1 2.6 ± 0.6 5.6 ± 1.0 8.1 ± 1.3 4.0 ± 0.8
(3,3) 16 19 ± 2 < 0.1 4.8 ± 0.9 4.8 ± 0.9 3.7 ± 0.7 2.2 ± 0.5
(3,4) 29 23 ± 3 < 0.1 1.9 ± 0.5 8.0 ± 0.9 11.1 ± 1.5 9.4 ± 1.4
(4,4) 8 7 ± 1 < 0.1 < 0.1 3.1 ± 0.6 9.1 ± 1.4 11.2 ± 1.7

The signal cross section times branching fraction is constrained by performing a fit under the448

signal+background hypothesis, where both the background and signal normalisations are al-449

lowed to vary freely in the fit. A representative example of the fit under the signal+background450

hypothesis at mf1 = 8 GeV is presented in Fig. 7 (right). No significant deviations from the451

background expectation are observed in data. Only a small excess is found for 6  mf1 452

8 GeV, with a local significance ranging between 1.2s (mf1 = 8 GeV) and 1.4s (mf1 = 6 GeV).453

Results of the analysis are used to set upper limits on (sB)sig at 95% CL. The modified fre-454

quentist CLs criterion [70, 71], implemented in the ROOSTATS package [72], is used for the455

calculation of the exclusion limits. Figure 8 shows the observed upper limit on (sB)sig at 95%456

CL, together with the expected limit obtained under the background-only hypothesis, for mf1457

in the range from 4 to 8 GeV. Exclusion limits are also reported in Table 4.458

The observed limit is compatible with the expected limit within two standard deviations in the459

entire tested range of the f1 boson mass, 4  mf1  8 GeV. The observed limit ranges from460

4.5 pb at mf1 = 8 GeV to 10.3 pb at mf1 = 5 GeV. The expected limit ranges from 2.9 pb at461

mf1 = 8 GeV to 10.6 pb at mf1 = 4 GeV.462

Table 4: The observed upper limit on (sB)sig at 95% CL, together with the expected limit ob-
tained in the background-only hypothesis, as a function of mf1 . Also shown are ±1s and ±2s
probability intervals around the expected limit.

Upper limits on (sB)sig [pb] at 95% CL
mf1 [GeV] observed �2s �1s expected +1s +2s

4 7.1 5.7 7.6 10.6 14.9 20.2
5 10.3 5.4 7.3 10.3 15.0 21.2
6 8.6 2.8 3.8 5.4 7.8 11.0
7 5.0 1.6 2.2 3.1 4.5 6.5
8 4.5 1.5 2.0 2.9 4.3 6.2
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Table 3: The number of observed data events, the predicted background yields, and the ex-
pected signal yields, for different masses of the f1 boson in individual bins of the (m1, m2) dis-
tribution. The background yields and uncertainties are obtained from the maximum-likelihood
fit under the background-only hypothesis. The signal yields are obtained from simulation and
normalized to a signal cross section times branching fraction of 5 pb. The uncertainties in the
signal yields include systematic and MC statistical uncertainties. The bin notation follows the
definition presented in Fig. 2.
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Interpretation

• Analysis doesn’t constrain m𝜏𝜏𝜏𝜏 - can have contributions from h ≠ hSM 

‣ Similar 𝜎 ⨉ BR
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Looking to Run 2

• 𝜎 ⨉ BR landscape at 13 TeV:

41

mailto:robin.aggleton@cern.ch


Robin Aggleton | robin.aggleton@cern.ch SEPnet student conference, 12/1/16

ATLAS

42

8
E

ve
n
ts

 /
 G

e
V

 

210

310

410

510

610

710

 

ATLAS-1 = 8 TeV, 20.3 fbsCRj
Background Model

Fit Uncertainty

* ComponentγZ/

 Componenttt

Data

* MCγZ/

 MCtt

Other

2.8 3 3.2 3.4 3.6 3.8 4

E
ve

n
ts

 /
 1

5
 M

e
V

 

0.5

1

1.5

2

2.5

3

3
10×

  

9 9.5 10 10.5 11 11.5
E

ve
n
ts

 /
 3

0
 M

e
V

 

0.2

0.3

0.4

0.5

0.6

0.7

3
10×

  

 

 [GeV]µµm
10 20 30 40 50 60 70

%
 R

e
si

d
u
a
l

-10

0

10   

E
ve

n
ts

 /
 G

e
V

 

20

40

60

80

100

120

140

 

ATLAS-1 = 8 TeV, 20.3 fbsCRb

Data

Background Model

Fit Uncertainty

* ComponentγZ/

 Componenttt

* MCγZ/

 MCtt

Other

 

 [GeV]µµm
20 30 40 50 60 70

%
 R

e
si

d
u
a
l

-50

0

50
  

Figure 2: Observed mµµ distribution in CRj (top) and
CRb (bottom) and the SM background model after a
simultaneous fit. The Z/�⇤ component of the fit is the

combination of the Z boson resonance and the �⇤ continuum
models. The % residual of the fit is shown below each plot.
Simulated SM backgrounds are shown in the stack, with the
Z/�⇤ sample only valid above mµµ >10GeV. The two insets

show magnified versions of the J/ and ⌥ resonances.

one another and, thus, only one additional systematic
uncertainty is introduced. The final results of the anal-
ysis are found to have little sensitivity to the amount of
a ! ⌧⌧ ! µµ, so a conservative 50% systematic uncer-
tainty is assigned to f⌧⌧ .

B. Signal normalization

The dominant source of systematic uncertainty on the
signal normalization is found to be the theoretical un-
certainty on the rate of SM gg ! h/H production. In
the mH range relevant for this analysis (from 100GeV to

500GeV) the total uncertainty varies from 10% to 11%
and is determined from the spread of the cross-section
predictions using di↵erent PDF sets and their associated
uncertainties, as well as from varying the factorization
and renormalization scales [56]. A constant 11% is used
in this analysis. The next largest systematic uncertainty
is on the pT resolution of the lead-track and is found to
be 5%. This uncertainty on the signal normalization is
determined by varying the pT of each track by a conser-
vative ±2%, and propagating the e↵ect through the full
analysis. Additional sources of systematic uncertainty
include those on the trigger e�ciency, the lepton recon-
struction e�ciency, the lepton energy scale and resolu-
tion, and the charge of the track. All of these sources
were found to contribute a negligible amount to the total
uncertainty on the normalization of the signal.

C. Background model

The results of the background measurement reported
in Sec. VI are fitted values and associated uncertain-
ties of the dependent parameters of the four background
components—Drell–Yan, tt̄,  , and ⌥. In the fit to the
signal regions, each parameter is constrained by a Gaus-
sian prior with a mean equal to its fitted value from the
background measurement and width equal to the corre-
sponding uncertainty.
Two general assumptions are made in the construction

of the background model. First, the chosen functional
form accurately describes the background in the signal
regions. Second, the dependent parameters are the same
in each region. Both of these assumptions introduce a
potential bias in the final result, whereby a nonzero sig-
nal may be observed incorrectly. The tolerance of the
background model for such a spurious signal is measured
for values of ma and mH corresponding to each simu-
lated signal point. The measurement is performed using
a large sample of signal-free events. Simulated tt̄ events
with an identified a ! µµ candidate are used as a large
sample of events for the tt̄ background component. In
lieu of simulation, the observed data in the light-flavor-
dominated control region are used for the Drell–Yan com-
ponent. The simulated tt̄ events are then weighted and
combined with the data such that the relative contri-
bution of tt̄ matches the simulation-based expectation in
the signal region with mµµ between 20GeV and 60GeV.7

Finally, the resulting sample is scaled to the expected
normalization of the signal region. The combined sig-
nal and background model is fit to the large sample of
events. The potential bias is taken to be the measured
rate of spurious signal + 1� and is found to be between

7 For the spurious signal calculation, a narrower mµµ range
(20GeV to 60GeV instead of 2.8GeV to 70GeV) is used to
scale the tt̄ simulation because it is the range in which the tt̄
background is expected to dominate.
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