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1 Experimental & Theoretical Physics

2 Scientific & Engineering Work

3 Technical Work

4 Manual Work, Crafts & Trades

5A Administrative Work

5B Office & Administrative Work

5C Office Work

Total: 219 Staff
7 January 2014

Total: 2461 Staff
7 January 2014
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IT Department Services
• E-Mail and Distribution Lists

- Up to 230000  incoming messages/day, 70% 

detected as spam

- 33’000 mailboxes

• AFS (worldwide) Distributed File System

- 2.6 B files, 340TB, 4 B access/day, 15000 clients

• Backup Services (files, databases)

- 8.5 PB, 2.5 B files

• EOS

- 140 PB, 202 M files (+18%), but 120 JBOD PB 

deployed in preparation for LHC run 2

- Geolocalization (Wigner / Meyrin) implemented 

(40% / 60 %)

• Network, Telephony

- More than 400 star points and ~80 000 UTP 

sockets

- ~450 wireless base stations 

- GSM (Site, Tunnels & Experimental halls) – 4300 

subscriptions

- Multi-10Gb/s External  Networking Capacities

- TETRA replaced VHF communications for Fire 

Brigade

- MS Lync

• Web Services

- 12000 Web sites

- IIS, AFS hosted, Drupal, Sharepoint

• Active Directory & SSO

- Central authentication service for Linux 

and Windows computers and (Web) 

applications

- Online X509 Certificate Authority 

(~8’000 User certificates, 40’000 host 

certificates)

- Multifactor authentication introduced

- Federated authentication

• Windows Services

- 290 TB of DFS workspaces

- ~ 13’000 active PCs managed by CMF

- 3600 Macs

• CVI Virtualisation Infrastructure

- 3400 VM’s (60% Linux, 40% Windows)

- 355 Hypervisors

• Cloud Infrastructure

- 5900 VM’s, 2790 Nodes, 63500 Cores
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TETRA
• Infrastructure : Fully deployed!

- 2 Main Base Stations in SD4 and in the Water Tower and a 3rd one in Prévessin

- 18 optical repeaters to cover underground tunnels and Experiments and 5 more for remaining 
outdoor coverage and backup of Meyrin’s Base Station

- A redundant Core Network :
- 2 TETRA switches, 2 gateway s with PABX, dedicated IP network

- Fall-back sy stem to maintain f ull LHC radio cov erage in case of  a Base Station outage 

- VHF gateway  to easy  network transition and maintain communication with the Swiss VHF f requency  f or disaster 

coordination

• Electrical powering : All equipment are powered with 48V and secured with batteries

- Currently 1h-2h of autonomy (will be increased to 4h)

- Diesel distribution available on SPS sites and soon on all sites

• Cooling: Installation of new cooling systems in 2 critical sites

- Water Tower, Building 58 (Core network)

• Terminals and mobiles: SEPURA has been selected as manufacturer

- Terminals: Model STP8138 for standard users and STP8X for firemen all equipped with Man 
Down, GPS and Indoor Geolocalisation features

- Mobiles for desk and vehicles : Model SRG3900

- Firemen’s terminals and mobiles already received and configured

• Dispatchers:  The 3 Dispatcher stations for the Fire Brigade are ready to use

• Tests and commissioning:

- TETRA services and redundancy : commisionned

- Coverage : 98% of CERN’s areas covered (Minor points to improve)

- CSA (Guards) have been equipped with STP8138 terminals and a Dispatcher station since 

the 26th of November
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IT Department Services
• Database and Application Deployment 

Services

- Mainly based on Oracle software

- AIS DBs and Applications, EDMS, Accelerator DBs, 

IT DBs, CASTOR DBs,  Physics databases 

(Calibration, Alignment, etc...), Public J2EE Service, 

etc...

- 120 General Purpose Databases, 500 TB of NAS 

storage

- 130 Web /Application Servers with 700 virtual hosts

- 50 Terabytes of worldwide replicated Physics 

databases

- Database on Demand Service (Oracle, MySQL)

• Engineering and Software Development 
Services

- Mechanical and electronic CAE, field calculations, 

structural analysis, simulations, mathematics, etc

- 50 packages, 1000 users

- Twiki Service

- 12’000 users, 60’000 pages updated per month

- Version Control Services (CVS/SVN)

- 2’500 users, 400 projects

• Audiovisual Service

- support, record and archive 
official committees and events 

• Video Conference Service

- video conferencing in rooms 
across site

• Conference Management System 

(Indico)

- Distributed and used worldwide

• CDS-Invenio, a Digital Library Open 
Source Software produced, used and 
maintained at CERN

- free support via mailing lists

- commercial-like support via a 

maintenance contract 

• Computer Security
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Higgs Update Seminar 4.7.2012

• Very short notice given

• Worldwide visibility

• A/V Team (and others) worked days & nights!

• Estimated 1 billion people reached
- Including Antarctica …

- http://avc-dashboard.web.cern.ch/node/3

• Main auditorium upgraded with HQ just, just in time …
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Invenio

• ~ 30 official installations

- http://invenio-software.org/wiki/General/Demo

• 7 on-going support contracts: 

- Smithsonian Astrophysical Observatory

- University Library in Bratislava

- Centre FRI-TIC

- Biblioteca de la Universidad de Zaragosa

- Serveur suisse de documents pour l'éducation et la formation

- HEID (Graduate Institute of International and Development Studies)

- Universitat Autònoma de Barcelona, Spain (under signature)

- Soon: Consortium of DESY/GSI/Ullich university libraries to establish institutional repositories.

• UNESCO has sponsored two digital library schools in Africa (Rwanda 2009 and Morocco 2010, 

Senegal 2011). A collaboration agreement has been established with Kumasi University (Ghana)

• ArXiv migrated the user front end into Invenio

• Invenio is the tool used to approve LHC experiments publications authorizations
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Invenio is a open source software suite enabling you to run your own digital library or document repository on the web. The

technology offered by the software covers all aspects of digital library management from document ingestion through
classification, indexing, and curation to dissemination. Invenio complies with standards such as the Open Archives Initiative

metadata harvesting protocol (OAI-PMH) and uses MARC 21 as its underlying bibliographic format.
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Indico

• Indico provides many features for 

the management of the entire 

conference lifecycle, as well as for 

meetings and single lectures
- ~110 installations worldwide in all 5 continents

- http://indico-software.org/wiki/IndicoWorldWide

- Probably used by many more ...

• Indico at CERN
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The CERN Data Centre in GVA

Frédéric Hemmer, 14.9.2015 CERN School of Computing 2015 11

IT Procurement Spending Profile

http://information-technology.web.cern.ch/
http://information-technology.web.cern.ch/


Evolution of the CERN private 

cloud service

• The graph below shows the evolution in 

Virtual Machines in the last year
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Linking the Data Centers

14 September 2015 CSC 2015 - Frédéric Hemmer 13
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Collaboration - Education
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• CERN openlab
- Intel, Huawei, Oracle, Rackspace, Siemens, 

Yandex

http://cern.ch/openlab

• CERN School of Computing
http://cern.ch/csc

• UNOSAT
http://cern.ch/unosat

• Citizen Cyber Science Collaboration
- Involving the General Public

http://information-technology.web.cern.ch/
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Helping developing countries
Invenio is a open source software suite enabling you

to run your own digital library or document repository

on the web. The technology offered by the software

covers all aspects of digital library management from

document ingestion through classification, indexing,

and curation to dissemination.

Invenio is the tool used for LHC publications workflow

approval at CERN.

UNESCO & CERN have sponsored digital library

schools in Africa (Rwanda 2009, Morocco 2010,

Senegal 2011)

CERN has donated computers to Africa

(Morocco, Ghana, Egypt, Senegal) as well as

Philippines& Pakistan to help capacity building.

1519 August 2015 CERN-ITU - Frédéric Hemmer
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CERN IT Department
CH-1211 Genève 23

Switzerland
www.cern.ch/it

7000 tons, 150 million sensors
generating data 40 millions times per second

i.e. a petabyte/s

The ATLAS experiment
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Tier 0 at CERN: Acquisition, First pass reconstruction,
Storage & Distribution

CERN-Turkey Industry Day - IT Dept.

1.25 GB/sec (ions)

2011: 400-500 MB/sec

2011: 4-6 GB/sec
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• A distributed computing 
infrastructure to provide the 
production and analysis 
environments for the LHC 
experiments

• Managed and operated by a 
worldwide collaboration 
between the experiments and 
the participating computer 
centres

• The resources are distributed 
– for funding and sociological 
reasons

• Our task was to make use of 
the resources available to us –
no matter where they are 
located

CERN-Turkey Industry Day - IT Dept.

WLCG – what and why?

Tier-0 (CERN):

• Data recording

• Initial data reconstruction

• Data distribution

Tier-1 (12 centres + Russia):

• Permanent storage

• Re-processing

• Analysis

Tier-2  (~140 centres):

• Simulation

• End-user analysis

19

• ~ 160 sites, 35 countries

• 300000 cores

• 200 PB of storage

• 2 Million jobs/day

• 10 Gbps links



No stop for the Computing
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Data written to tape at Tier 0
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CERN IT Department
CH-1211 Genève 23

Switzerland
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Processing on the Grid
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CERN openlab in a nutshell

Alberto Di Meglio – CERN openlab

• A science – industry partnership to drive R&D 

and innovation with over a decade of success

• Evaluate state-of-the-art technologies in a 

challenging environment and improve them

• Test in a research environment today what will 

be used in many business sectors tomorrow

• Train next generation of engineers/employees

• Disseminate results and outreach to new 

audiences

24



Virtuous Cycle

CERN 
requirements 

push the 
limit

Apply new 
techniques 

and 
technologies

Joint 
development 

in rapid 
cycles

Test 
prototypes in 

CERN 
environment

Produce 
advanced 

products and 
services

A public-private partnership between the research community and industry
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Openlab Summer Student Program
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› Summer student program 2013

 720+ applicants

 22 selected candidates

 13 lectures (including new lectures 

from external labs)

 A new lightning talks session

 22 technical reports

› Summer student program 2014

 850+ applicants

 23 selected candidates

 Lectures and visits program being 

designed, will include contributions 

from external labs and companies
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Evolution of 

requirements

CERN-Turkey Industry Day - IT Dept.
30

Estimated evolution of requirements 2015-2017 

(NB. Does not reflect outcome of current 

RSG scrutiny)

2008-2013: Actual deployed capacity

Line: extrapolation of 2008-2012 actual 

resources

Curves: expected potential growth of 

technology with a constant budget (see next)

CPU: 20% yearly growth

Disk: 15% yearly growth

Higher trigger (data) rates driven by physics 

needs

Based on understanding of likely LHC 

parameters; 

Foreseen technology evolution (CPU, disk, 

tape)

Experiments work hard to fit within constant 

budget scenario

5 October 2015
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Anticipated Data Needs
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Further Reading…

Future IT Challenges in Scientific Research

Compute Management & Provisioning

• Data Acquisition

• Computing Platforms

• Data Storage Architectures

• Compute Management and Provisioning

• Networks and Connectivity

• Data Analytics
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Update of the Computing Models 
of the WLCG and the LHC 
Experiments

http://cds.cern.ch/record/1695401

E-Infrastructure for the 21st

century

http://zenodo.org/record/7592

http://zenodo.org/record/8765
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http://zenodo.org/record/8765
http://zenodo.org/record/8765
http://zenodo.org/record/7592
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Summary

• Opportunities to work with the IT department

- Supplying computing equipment and/or capacity

- Proving services based on IT technologies

- R&D with the CERN openlab

- Hosting events such as the CSC

- …
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