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Hard real-time processing



Created late 1990’s

Deterministic latency ~ 100 ns

Combines strengths of PCIe and 

Ethernet

Supports heterogeneous systems

Open standard – rapidio.org



Seminars

Hands-on labs

4 nodes

Each with a RapidIO NIC

1 RapidIO Switch



Use cases

Focus on different areas

Evaluate suitability





Explore low level APIs

Messaging API – protocol 

communication

DMA API – data transfer

Unicast - Multicast

Hadoop deployed on 4-node lab 

cluster

Using RIONET driver – emulating 

TCP/IP over RapidIO

Nodes communicating solely using 

RapidIO
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ROOT over RIONET

Native port of ROOT to RapidIO

Override core class in ROOT

Add RapidIO capabilities

Reuse base class functionality for 

filesystem and other services

PROOF – distributed ROOT



Visit IDT Ottawa offices

Project review

In-depth training

Target cluster

Twiki

Git repo

JIRA - Kanban



Finalize ROOT proof of concept

PROOF port to RapidIO

RapidIO with enterprise analytics framework (Hadoop/Spark)

Benchmark applications

Set up 19 inch rack servers and top of rack switch




