
M. David: HEPIX 09, 25 May 2009, Umea Sweden 1

Operation of the Portuguese Tier2
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Historical overview

2006 2007 2008 2009
LIP Lisbon Apr Jul. Oct. Jan. Apr Jul. Oct. Jan. Apr Jul. Oct. Jan. Apr Jul. Oct.

dCache
StoRM/Lustre

2006 2007 2008 2009
LIP Coimbra Apr Jul. Oct. Jan. Apr Jul. Oct. Jan. Apr Jul. Oct. Jan. Apr Jul. Oct.

DPM
StoRM/Lustre

Into production
Into production

Decomissioning

Into production

Decomissioning
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Past solutions

● dCache@Lisbon:
– SE choice:

● Could be used by Grid and local users.

– Issues:
● Needs too many human and computing resources to be 

adequate for a provider like LIP.

● DPM@Coimbra:
– No need to support local users in the same SE system.

– Rather simple to setup and administer.

– Robust and reliable.

mailto:DPM@Coimbra
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The StoRM SRM with Lustre FS

● Lisbon, Lustre (version 1.6.6) servers:

– 1 MGS + several MDT's:

● 1 HP Blade, FS's on  iSCSI DS.

– 5 OSS' s Dell PE1950:

● 20 OST's 130TB (Atlas + CMS)

– Other VO's and local users (~20TB):

● 1 OSS with 1 OST HP

● 4 OSS's, older machines.

● StoRM (version 1.3.20):

– StoRM frontend and backend:

● 1 Dell PE1950

– 2 GridFTP servers.

● 1 Dell PE1950 and 1 SUN Fire X2100

● Middle of 2008: New storage and computing resources were purchased.

● A decision to change the SE technology was taken: Testing and deployment of Lustre FS 
from SUN and StoRM SRM both at the Lisbon and Coimbra sites. 

● Coimbra Lustre (version 1.6.6) servers

– 1 MGS + several MDT's:

● 1 SUN Fire X2100

– 2 OSS's Dell PE1950:

● 12 OST's 75TB (Atlas)

– Local users (12TB):

● 2 OSS's, older machines
● StoRM (version 1.3.20):

– StoRM frontend and backend in seperate 
machines:

● 2 SUN Fire X2100
– 2 GridFTP servers.

● 2 SUN Fire X2100
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Pros and...

● StoRM decouples the SRM implementation from the 
underlying FS.

● The FS can be used by Grid and local users.

● Smooth learning curve for both the Lustre FS and StoRM.

● After ~9 months in operation it proved stable and robust.

● Clear “logs” for both Lustre and StoRM.

● Easy implementation of a backup policy.
– Backup and recovery of the namespace filesystems (MDT's) 

was successfully tested. 



M. David: HEPIX 09, 25 May 2009, Umea Sweden 6

Cons and issues I

● Lustre 1.8.0: released May 6:
– Needed features:

● Pools/Groups of disks.

● StoRM 1.4.0: released May 15:
– Needed features:

● Space Tokens limitation (at StoRM BE configuration level).
● Highly configurable space area policies.
● Much improved Administration Manual (I have seen it!!).
● Real dynamic information provider (is a cron job in 1.3.20).

● We will deploy and test them soon.
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Cons and issues II

● Lustre:
– Lagging behind in version of the supported kernels.

– Communications between clients and servers   
timeout problems   hanging clients

● Solved on the network side

● StoRM:
– Install/config too tied to the Italian Grid specificities 

(work in progress to integrate in the main gLite stack).

– Still missing the 64 bit version (though work is in 
progress).
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Monitoring I

● Lisbon:
– Nagios: problem detection and notification

– Cacti: detailed network graphs

– Ganglia: detailed graphs and aggregated graphs

● Coimbra
– Nagios + pnp: problem detection and notification and 

detailed graphs.
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Monitoring II

Nagios@Lisbon

Lustre SNMP

mdt01 31 days

Nagios@Coimbra
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Monitoring III

Ganglia@Lisbon

● Ganglia clusters:
– “Lustre” OSS servers

– “SRM”

– “GridFTP” servers

– “Farm” - WN's

– “SGE” master

– “CE”
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Performance I

ATLAS Distributed analysis tests: HammerCloud

Input method: FileStager

# Events /second

Input method: DQ2 Local
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Performance II

Coimbra Lisbon

Sep 08
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Performance IIICMS

Lisbon Coimbra
Job
robot
effic.

Avg. all T2



M. David: HEPIX 09, 25 May 2009, Umea Sweden 14

Summary / Conclusion

● The Storage Element based on the Lustre FS and 
StoRM SRM:
– Has proved to be stable, reliable and robust.

– Appropriate to any site size (no nearline).

– Number of updates is low:
● We have made only one update of Lustre and one of StoRM 

since we have the system in production.
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Future

● New hardware is arriving soon at LIP, includes:
– 10Gb NICS for all the Lustre OSS's.

– Machines with 10Gb NIC's to serve as GridFTP servers 
for Lisbon and Coimbra.

● New site is now being deployed as part of the 
federated Portuguese T2.

● Test cluster with Lustre 1.8.0

● Development/Inclusion of other Nagios sensors and 
Ganglia metrics.

● STEP'09 next week will stress all we have.
● Note: STEP09 computing stress testing of all LHC experiments 

as near the real LHC data taking and processing, as possible.
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Questions??


