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What I am going to say is mainly CMS specific


Personal bias: This is what I am familiar with

Details about Evt Generation workflows are usually internal to a 
Collaboration and very specific


Not sure if what I will say applies 100% to ATLAS, but to some 
extent the picture should be similar


Three messages to convey


Common repository for MC samples (a new MCDB)

Official detector simulation to fold detector effects

(Even better) supporting RECAST to use official MC/analysis tool 
(also good for long-term preservation)

Disclaimer
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For experiments to design a search:


benchmark models as motivation/guidance/interpretation of an 
experimental result 


a complete set of benchmarks important to highlight weaknesses in 
search strategy (see mSugra vs Simplified Models in SUSY)


For everybody to interpret the results:


experimental results have implications beyond benchmark models 


established workflow for experimental analyses (e.g. Madgraph/
Pythia/Delphes) cover many cases. With which accuracy?


Sometimes situation more complicated (e.g. exotic signatures). A step 
up in accuracy comes from using official tools (e.g. detector simulation)

BSM results and Monte Carlo Generation
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The easy part: Experiments

MC can be generated only inside the Experiment Software Framework


Using LHE files helps a lot MC Generation 


easy bridge between MC generators & experimental frameworks


library of reusable LHE samples (important now that we might stay @ 13 TeV 
for long time)


Why not a common repository (ATLAS/CMS/theorists) of samples or gridpacks, or 
UFOs. Something like what MCDB used to be

LHE files GEN
+SIM

DIGI
+RECO

particle


4mom

gen-
particle 


hits in 
detector 

reco-hits 


in detector 
Analysis

Experiment Framework

Parton Shower
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The easy part: Pheno studies

LHE files Parton 
Shower

Detector 
Emulation 
(Delphes,
ATOM, 
etc)

particle

4mom

HepMC/
STDHep


Analysis

A similar workflow is used in pheno studies, with simplified assumptions


simple (i.e. in average) detector response


optimistically clean collision (beam bkg, detector noise, out-of-time pileup)


Sometimes, the picture is oversimplified


parametric detector emulations have some limitation (signal efficiency & 
resolution). 


Sometimes, the issue is more deep (i.e. bkg estimate, correlation between 
uncertainties, etc) 6



In many cases (mainly SM-related measurements) detector effects are 
unfolded, to go back to the “true” distribution before detector effects


pheno-usable distributions are provided: best possible format to 
present result


useful for PDF studies, tuning of the underlying event, parton 
showering, etc

Detector effects: Folding vs Unfolding
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The “inverse” problem (II)
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“True”

Reco/
Measured

Unfolding, Deconvolving, Unsmearing

7

 [GeV]ttm
0 200 400 600 800 1000 1200 1400

Ev
en

ts
 / 

60
 G

eV

0

200

400

600

800

1000

1200

1400

1600

1800

2000

data
tt

W+jets
Z+jets
Diboson
Single top
Multijets
Uncertainty

ATLAS 
-1 L dt = 1.04 fb!

 1 b tag)" 4 jets (" + e

(a)

 [GeV]ttm
0 200 400 600 800 1000 1200 1400

Ev
en

ts
 / 

60
 G

eV

0

500

1000

1500

2000

2500

3000 data
tt

W+jets
Z+jets
Diboson
Single top
Multijets
Uncertainty

ATLAS 
-1 L dt = 1.04 fb!

 1 b tag)" 4 jets (" + µ

(b)

) [GeV]t(t
T

p
0 50 100 150 200 250 300 350

Ev
en

ts
 / 

10
 G

eV

0

200

400

600

800

1000

1200
data
tt

W+jets
Z+jets
Diboson
Single top
Multijets
Uncertainty

ATLAS 
-1 L dt = 1.04 fb!

 1 b tag)" 4 jets (" + e

(c)

) [GeV]t(t
T

p
0 50 100 150 200 250 300 350

Ev
en

ts
 / 

10
 G

eV

0

200

400

600

800

1000

1200

1400

1600

1800

2000

data
tt

W+jets
Z+jets
Diboson
Single top
Multijets
Uncertainty

ATLAS 
-1 L dt = 1.04 fb!

 1 b tag)" 4 jets (" + µ

(d)

Fig. 1 Expected and observed distributions for the invariant mass (plots (a) and (b)) and transverse momentum (plots (c)
and (d)) of the reconstructed tt̄ system. The left hand panels show distributions in the electron channel, while the right
hand panels show distributions in the muon channel. The data are compared to the sum of the tt̄ signal contribution and
backgrounds. The background contributions from W+jets and multijet production have been estimated from data, while the
other backgrounds are estimated from simulation. The uncertainty on the combined signal and background estimate includes
systematic contributions. Overflows are shown in the highest bin of each histogram.

distribution ∆|y| as a function of the reconstructed top-
antitop invariant mass mtt̄ (a two-dimensional unfold-
ing problem).

Two bins are used for mtt̄ in the two-dimensional
unfolding of∆|y| versusmtt̄, separated atmtt̄ = 450 GeV.
The choice of this mtt̄ value is motivated by the ob-
served CDF forward-backward asymmetry [6] and by
separating the data sample into two bins with roughly
equal number of events.

An additional cut on the value of the likelihood for
the tt̄ candidate is required in the two-dimensional un-
folding, since a large fraction of simulated events with
a badly reconstructed mtt̄ are found to have a low like-
lihood value.

The response matrix (including both detector and
acceptance effects) for the inclusive AC measurement
is shown in Fig. 2. Six bins in ∆|y| are used in the
response matrix, with the outermost bins broader than

arxiv:1203.4211[hep-ex]
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Figure 10: Left: Fixed-order predictions for the K factor and invariant mass spectrum at LO
(light), NLO (darker), and approximate NNLO (dark bands) for the LHC. Right: Correspond-
ing predictions at NLL (light) and NLO+NNLL (darker bands) in resummed perturbation
theory. The width of the bands reflects the uncertainty of the spectrum under variations of
the matching and factorization scales, as explained in the text.

using the MCFM program in this case; however, the differences compared with the shown
curves are so small that they would hardly be visible on the scales of the plots. The upper
two plots show K factors, which are defined as the ratio of the cross section to the default
lowest-order prediction dσLO,def/dM . Contrary to Figure 7, we now use the same normaliza-
tion in both fixed-order and resummed perturbation theory, so that the two spectra can more
readily be compared to each other. The lower plots show the corresponding spectra directly.
We observe similar behavior as in the low-mass region. The bands obtained in fixed-order
perturbation theory become narrower in higher orders and overlap. The bands obtained in
resummed perturbation theory are narrower than the corresponding ones at fixed order. The
leading-order resummed prediction is already close to the final result.

The information contained in Figures 8–10 can be represented differently in terms of the
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ATLAS

mtt
true mtt 

reco

how do we “go back”, invert the procedure?
What does “going back “ mean?

?

accepted by Eur Phys J CSee for instance this instructive talk by 

Unfolding

https://indico.in2p3.fr/event/6315/contribution/12/material/slides/0.pdf


Unfolding has some delicate aspects


introduce additional systematic 
uncertainties


relies more on Monte Carlo samples


computational complexity limits number 
of bins


Problematic for searches 


many signal regions + different 
processes difficult to disentangle


low-statistics bins, which come with 
numerical instability

Detector effects: Folding vs Unfolding
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Figure 3: (left) Selection efficiency as a function of generated D|h|, defined with respect to inclu-
sive tt production. (right) Migration matrix between the true (generated) and the reconstructed
values in D|h|, after the event selection.

Fig. 3 (right), and a diagonal matrix with the efficiencies for each of the bins in Fig. 3 (left) on
the diagonal, and all other elements set to zero. It defines the translation of the true spectrum
~x into the measured spectrum ~w = S~x. We solve this equation for the true spectrum ~x using a
least-squares (LS) technique and searching for the ~xLS that minimizes the LS through the use of
the generalized inverse of the smearing matrix S.

In general, the resulting solutions are unstable, with unacceptable fluctuations for small changes
in ~w. To regularize the problem and avoid unphysical fluctuations, two additional terms, a reg-
ularization term and a normalization term, are introduced in the procedure [43, 44]. For both
the D|h| and the Dy2 variables, we use independent unfolding procedures based on the respec-
tive observable.

The performance of the unfolding algorithm is tested in sets of pseudoexperiments, each of
which provides a randomly-generated sample distribution. The number of events from each
contributing process is determined through a random number from a Gaussian distribution
centred around the measured event rate given in Table 1, with a width corresponding to the re-
spective uncertainty. To take statistical variations into account, the number of expected events
is defined by a Poisson distribution around the chosen Gaussian means. This final number of
events for each process is drawn randomly from the appropriately simulated events to gener-
ate distributions for each pseudoexperiment. Each generated distribution is then subjected to
the unfolding procedure described above. For all pseudoexperiments, we subtract the same
number of background events as found in data.

We perform 50 000 pseudoexperiments and compare the unfolded spectrum with the gener-
ated distribution in each experiment. The average asymmetry from these pseudoexperiments
agrees well with the true asymmetry in the sample used to model the signal component and the
pull distributions agree with expectations, indicating that the treatment of uncertainties is con-
sistent with Gaussian behaviour. To test the unfolding procedure for different asymmetries, we
reweight the events of the default tt̄ sample according to their D|h| or Dy2 value, to artificially
introduce asymmetries between �0.2 and +0.2, and then perform 50 000 pseudoexperiments
for each of the reweighted distributions. We find a linear dependence of the ensemble mean on
the input value. While for D|h| the agreement is excellent, for Dy2 we observe a slope for the
linear dependence of 0.94 instead of 1.0, necessitating a correction of 1/0.94 to the measured
asymmetry. The statistical uncertainties of the measurements are found to be independent of
the generated asymmetries.

CMS-TOP-11-014 

http://arxiv.org/pdf/1112.5100v2.pdf


In many cases (mainly SM-related measurements) detector effects are 
unfolded, to go back to the “true” distribution before detector effects


pheno-usable distributions are provided: best possible format to 
present result


useful for PDF studies, tuning of the underlying event, parton 
showering, etc

Detector effects: Folding vs Unfolding
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Fig. 1 Expected and observed distributions for the invariant mass (plots (a) and (b)) and transverse momentum (plots (c)
and (d)) of the reconstructed tt̄ system. The left hand panels show distributions in the electron channel, while the right
hand panels show distributions in the muon channel. The data are compared to the sum of the tt̄ signal contribution and
backgrounds. The background contributions from W+jets and multijet production have been estimated from data, while the
other backgrounds are estimated from simulation. The uncertainty on the combined signal and background estimate includes
systematic contributions. Overflows are shown in the highest bin of each histogram.

distribution ∆|y| as a function of the reconstructed top-
antitop invariant mass mtt̄ (a two-dimensional unfold-
ing problem).

Two bins are used for mtt̄ in the two-dimensional
unfolding of∆|y| versusmtt̄, separated atmtt̄ = 450 GeV.
The choice of this mtt̄ value is motivated by the ob-
served CDF forward-backward asymmetry [6] and by
separating the data sample into two bins with roughly
equal number of events.

An additional cut on the value of the likelihood for
the tt̄ candidate is required in the two-dimensional un-
folding, since a large fraction of simulated events with
a badly reconstructed mtt̄ are found to have a low like-
lihood value.

The response matrix (including both detector and
acceptance effects) for the inclusive AC measurement
is shown in Fig. 2. Six bins in ∆|y| are used in the
response matrix, with the outermost bins broader than
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Figure 10: Left: Fixed-order predictions for the K factor and invariant mass spectrum at LO
(light), NLO (darker), and approximate NNLO (dark bands) for the LHC. Right: Correspond-
ing predictions at NLL (light) and NLO+NNLL (darker bands) in resummed perturbation
theory. The width of the bands reflects the uncertainty of the spectrum under variations of
the matching and factorization scales, as explained in the text.

using the MCFM program in this case; however, the differences compared with the shown
curves are so small that they would hardly be visible on the scales of the plots. The upper
two plots show K factors, which are defined as the ratio of the cross section to the default
lowest-order prediction dσLO,def/dM . Contrary to Figure 7, we now use the same normaliza-
tion in both fixed-order and resummed perturbation theory, so that the two spectra can more
readily be compared to each other. The lower plots show the corresponding spectra directly.
We observe similar behavior as in the low-mass region. The bands obtained in fixed-order
perturbation theory become narrower in higher orders and overlap. The bands obtained in
resummed perturbation theory are narrower than the corresponding ones at fixed order. The
leading-order resummed prediction is already close to the final result.

The information contained in Figures 8–10 can be represented differently in terms of the
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Huge effort by many groups to define a 
parametric description of ATLAS and CMS


used in many pheno papers


also employed in official experimental 
work


Detector performances change with time, 
which complicates the effort


new detector components in next years 
(started with ATLAS IBL)


new identification criteria, adapting to 
new running conditions (e.g., new PU 
scenarios, new bunch spacing, etc)


Why not releasing and maintaining an 
official version of “detector cards”?

An Official Detector Parameterisation?
13
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Figure 4: Efficiency map obtained from an hybrid generation of signal mass points (CMSSW
simulation interpolated with DELPHES.) for the ``bb final state.

for MH close to 1 TeV to 100 fb for MH <300 GeV. The validity of these results can be extended
to models containing both A and H with a natural width smaller than 15% of their masses.

The expected (observed) upper limits on the signal cross section modifier µ are shown in the
right (left) plot of Fig. 6, assuming the benchmark models described in Section 3. This search
is not able to exclude the high-mass region ( MA > 300 GeV ) due to the drop in the signal
cross section when the tt channel opens (MA > 2Mtop). Furthermore, it can be noticed that, in
the region where boosted topologies manifest (MH ⇠ 10 · MA), the sensitivity is lower com-
pared to the rest of the plane, mostly due to the inefficiency in the reconstruction of signal
decay products in such regime. Still a significant portion of the phase space is excluded in the
range [20-250] GeV for Mbb and [200-650] GeV for M``bb both considering the decay H!ZA
and A!ZH (solid contour on right plot of Fig. 6). The region where MH/A < MA/H + MZ is
kinematically forbidden.

The limits on the cross section times branching ratio can also be visualized as a limit on tan b
and cos(b � a) for a given pair of MA and MH. This is illustrated in Fig. 7 where the limits on
these two parameters is shown for the case MH = 350 GeV and MA = 150 GeV. The dashed
region in the center of this plot shows the parameter space which is currently excluded for
the pair of masses chosen. The region around cos(b � a) ⇡ 0 is of particular interest as it
is generally difficult to probe with other analyses. For this case, the region where tan b lies
between 0.2 and 2 is excluded.

In the context of the ``tt analysis, both a cut-and-count and a shape-based search, which uses
the Mtt distribution, have been performed.

The cut-and-count approach, which uses only the number of signal and background events
passing a selection depending on M`` and M``tt, is less model dependent and less affected by
systematic uncertainties than the shape-based approach, which is instead more sensitive to the
benchmark signal model explored in this search. The shape-based search also yields expected
upper limits on the signal cross section times branching ratios that are about 20-30% lower than
those obtained with the cut-and-count approach in most of the MH-MA plane. The expected

DELPHES used for 
efficiency map 

(interpolate coarser 
grid from FULLSIM)

10

CMS-PAS-HIG-15-001

CMS-PAS-FTR-13-026

DELPHES used for 
upgrade studies

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/HIG-15-001/index.html
http://cds.cern.ch/record/1605864/files/FTR-13-026-pas.pdf


Detector resolution is a limitation when dealing with clean signals (diphoton, 
dilepton, etc)


When jets & MET involved, kinematic quantities have some “resolution” even 
@GEN level (e.g., jets vs partons)


Detector resolution becomes a perturbation


Often, inaccuracy on detector resolution is the perturbation on the perturbation

Are Detector Effects so Crucial?

11

CMS-SUS-13-004
Razor 

variables from 
GEN-JETS

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSUS13004


What said above works OK for ballpark of 
searches


Sometimes the signature is more complex and 
detector specific


long-living charged particles (dE/dx, TOF, 
disappearing tracks)


long-living neutral particles (displaced vertices)


These signatures imply special workflows


For pheno: DELPHES out-of-the-box has 
troubles with these (e.g., no tracking running). 
But could be used with extra information 


For experiments: workflow standardised with 
work of many (e.g. R-hadron package in GEANT 
from the paper by Mackeprang and Rizzi )

Difficult corners: exotic signatures

12

Disappearing tracks
• CMS (JHEP 01 096, 2015) and 

ATLAS (PRD 88, 112006, 2013) 
both search for high pT tracks 
which disappear inside the 
tracker volume (e.g. by AMSB 
chargino decay to neutralino + 
charged particle). 

• Suppress the SM background by 
requiring the disappearing track 
to be isolated in the calorimeters. 

• Observed number of events is 
consistent with the SM 
background expectation. 

• Set limits in terms of chargino 
mass and lifetime.

http://r-hadrons.web.cern.ch/r-hadrons/
http://arxiv.org/pdf/hep-ph/0612161v1.pdf


EXAMPLE: pMSSM analysis in CMS

put generic bounds on SUSY from many SUSY searches, using CMS FASTSIM 

identify parameter space to which searches are blind

long-living LSP happened to be in the list of surviving signatures

As DELPHES, FASTSIM has no dE/dx information


The dE/dx response is well controlled in data

Adding this as an external parameterization, FASTSIM could be used

Result is not FASTSIM specific, but parameterisation is analysis specific

An analysis-specific shortcut

13
EXO-13-006

4 3 Estimation of signal acceptance

only depends on the pseudorapidity of the particle:

x =

8
><

>:

9.0 m 0.0  |h|  0.8;
10.0 m 0.8  |h|  1.1;
11.0 m 1.1  |h|.

(3)

These values of x ensure that the particle traverses the entire muon system before decaying.
This choice results in a conservative estimate of the signal acceptance since it ignores the contri-
bution to the acceptance from particles that decay before the end of the muon detector but still
pass the selection. In Fig. 1, the acceptance obtained with the fast technique is compared with
the acceptance obtained with the full simulation of the detector, as a function of the lifetime of
the particle. It can be seen from the ratio panels that in most cases the agreement between the
two methods is within 10%, corresponding to the systematic uncertainty in the fast estimation
technique used to compute the acceptance. For lifetimes less than 10 ns, the spread is somewhat
larger, but the tendency to underestimate the acceptance is less than 15%.

Figure 1: Signal acceptance as a function of the chargino lifetime for a benchmark model having
a chargino of mass 100 GeV (left) and 700 GeV (right), with a mass threshold of 0 GeV and
300 GeV, respectively. The panel below each figure shows the ratio of acceptance from the fast
technique to the acceptance obtained from a full simulation of the detector.

The offline event selection in Ref. [12] includes two isolation requirements. The first is defined
by SpT < 50 GeV, where the sum is over all tracks (except the candidate track) within a ra-
dius DR =

p
(Dh)2 + (Df)2 = 0.3 around the candidate track. The second requirement is that

E/p < 0.3, where E is the sum of energy deposited in the calorimeters within a radius DR = 0.3
around the candidate track (including the candidate energy deposit) and p is the candidate
track momentum reconstructed in the tracker. The probabilities Pon(k) and Poff(mthresh, k) are
estimated with single-particle events and thus do not account for the possibility that a long-
lived particle might fail the isolation requirements. In order to accurately model the isolation
requirements, the following procedure, which uses generator-level information from a sim-
ulation of the BSM model under test, should be used. The isolation requirements must be
determined for each long-lived particle at the generator-level. The following conditions are

6 3 Estimation of signal acceptance
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Figure 2: Signal acceptance as a function of the chargino production mechanism for a bench-
mark model having a chargino of mass 200 GeV (left) and 700 GeV (right), with a mass threshold
of 100 GeV and 300 GeV, respectively. From left to right, the production mechanisms considered
are: direct pair production of charginos; pair production of gluinos that each decay to a heavy
quark (b,t) and a chargino; pair production of gluinos that each decay to a light quark (u,d,s,c)
and a chargino; and pair production of squarks that each decay to a quark and a chargino. The
panel below each figure shows the ratio of acceptance from the fast technique with the isolation
requirements to the acceptance obtained from a full simulation of the detector. The estimated
acceptance is given with and without the generator-level isolation. Pileup is present only in the
full simulation samples.

Table 1: Summary of the information needed to set limits on a signal model predicting lepton-
like charged long-lived particles. The mass threshold, the corresponding expected background,
and the observed numbers of events, as well as the uncertainty in the signal acceptance evalu-
ated with the fast technique, are provided as a function of the long-lived particle mass.

Mass mthresh Predicted Data Signal Unc.
(GeV) (GeV) backgrounds counts (%)

m < 166 0 44 ± 9 42 25
166 < m < 330 100 5.6 ± 1.1 7 25
330 < m < 500 200 0.56 ± 0.11 0 25

500 < m 300 0.090 ± 0.02 0 25

mthresh is chosen in the two cases. In Ref. [12] the value was varied in steps of 10 GeV in order
to optimise the resultant limit. In this paper a simpler approach has been followed with mthresh
varied in 100 GeV steps and chosen to be the largest value satisfying the condition mthresh 
0.6m. The latter approach generally results in a somewhat higher estimation of the background
and therefore a more conservative limit. In the most extreme case, the pair production of staus,
with m = 308 GeV, the background is estimated to be 5.6 ± 1.1 events with mthresh = 100 GeV,
compared with the estimate of 0.7 ± 0.1 events obtained with mthresh = 190 GeV in Ref. [12],
resulting in a cross section limit that is about three times higher in the former case. Nonetheless,
the limits agree within ⇠15% in almost all cases, allowing restrictive limits to be set on a general
class of models.
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been used to evaluate the signal acceptance of the HSCP search, given the chargino kinematic
properties predicted by PYTHIA for the considered pMSSM sub-space.

The fast technique is used to obtain acceptance values expected to be in good agreement with
the full simulation prediction. The predicted signal acceptance is then used to compute 95% CL
limits on the 7205 analysed pMSSM parameter points. A parameter point is excluded if the ob-
served limit obtained on the cross section is less than the theoretical prediction at leading-order
as calculated by PYTHIA. The use of leading-order instead of next-to-leading-order theoretical
cross section is driven by practical considerations given the large number of parameter points
considered.

Figure 3 shows the fraction of parameter points excluded as a function of the chargino life-
time. The fraction of excluded model points with a chargino lifetime longer than 1000 ns
(10 ns) is 100.0% (95.9%). Although these values depend on the random point sampling in
the 19-dimensional pMSSM parameter space, it is remarkable that a high fraction of the points
predicting long-lived charginos are excluded.

Figure 4 shows the number of parameter points predicted and excluded by the analysis of the
results obtained in Ref. [12] as a function of the chargino mass, chargino lifetime, and the mass
difference between the chargino and the neutralino.
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Figure 3: (left) Number of pMSSM points, in the sub-space covering sparticle masses up to
about 3 TeV, that are excluded at a 95% CL (hatched red) or allowed (white) as a function of
the chargino lifetime. (right) Enlargement of the long-lived region. The bottom panel shows
the fraction of pMSSM points excluded by the analysis based on the results from the HSCP
search [12].

5 Constraints on the AMSB model

In the AMSB model [2–4] the lightest chargino and neutralino are almost degenerate (mec±
1
�

mec0
1
 1 GeV), where the neutralino is the lightest SUSY particle. In this model, the chargino

lifetime, expected to be of the order of a nanosecond or larger, is determined by the mass
splitting with the neutralino.

http://arxiv.org/abs/1502.02522


Diboson combination from 
ATLAS&CMS public results


use bkg estimate provided


use benchmark signal distribution 
provided


use signal efficiency provided


Event Generation not even needed for 
this


Agreement can go from good to bad, 
depending on the analysis

A deeper problem: reproducibility
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Figure 5. CMS hadronic search: mJJ data distribution overlaid with the background fit employed
in this study with uncertainties for High (left) and Low (right) Purity samples. See text for details.
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Figure 6. CMS hadronic search. Left: Expected (dashed lines) and observed (continuous lines)
exclusion limits on W0 ! WL ZL production cross sections as a function of the resonance mass mX

obtained with this study (black), and comparison with the official CMS results (red). The green and
yellow bands (dashed lines) represent the one and two sigma variations around the median expected
limits calculated in this study (by CMS). Right: Expected (dashed lines) and observed (continuous
lines) exclusion limits on exotic production cross section as a function of the resonance mass mX

obtained with this study for W0 ! WL ZL (brown), Gbulk ! WLWL (red) and Gbulk ! ZLZL

(black) signal hypotheses.

impact on the search sensitivity is discussed in Appendix B. For every signal hypothesis
under consideration we use the optimal mass selection windows as defined by ATLAS.

We proceed by combining the THETA data cards of the individual ATLAS and CMS
searches. The results of the statistical combination for the WL ZL, WLWL, and ZL ZL

– 11 –

Figure 2. ATLAS hadronic search: Ratio of observed exclusion limits obtained with this study to
the ones of the official ATLAS result, as a function of the mass mX of the exotic resonance for the
WW (black), ZZ (red) and WZ (magenta) tagging selections.
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Figure 3. ATLAS hadronic search: Observed exclusion limits on exotic production cross section as
a function of the resonance mass mX obtained with this study, with (black) and without (red) the
correction discussed in the text (“fudge”), and comparison with the official ATLAS results (grey)
for Gbulk ! WLWL (left), W0 ! WL ZL (middle) and Gbulk ! ZLZL (right) signal hypotheses and
tagging selections. The green and yellow bands represent the one and two sigma variations around
the median expected limits (dashed lines) calculated with the same fudge factor.

Table 2. Relative efficiencies for WW, WZ, ZZ signal hypotheses for tagging selection using
different mass windows.

Signal hypothesis

Tagging selection WW WZ ZZ

WW window 1.00 0.65 0.42
WZ window 0.84 1.00 0.65
ZZ window 0.70 0.84 1.00

– 8 –

http://arxiv.org/abs/1512.03371

http://arxiv.org/abs/1512.03371


BSM searches are becoming more 
complex than cut&count


They involve fits to signal regions
+sidebands, multiple datasets, etc


These fits include


correlations among different 
measurements (e.g. common 
detector effects)


systematics as nuisance parameters


Not just a problem for searches: see 
the Higgs couplings

What about correlations/systematics?
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R E P R O D U C I B I L I T Y  P R O B L E M

6

Not possible for others to reproduce results from paper.
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Figure 4: Fits for 2-parameter benchmark models probing different coupling strength scale factors for

fermions and vector bosons: (a) Correlation of the coupling scale factors κF and κV , assuming no non-

SM contribution to the total width; (b) Correlation of the coupling scale factors λFV = κF/κV and

κVV = κV · κV/κH without assumptions on the total width.
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Figure 5: Fits for benchmark models probing different coupling strength scale factor for fermions and

vector bosons, assuming no non-SM contribution to the total width: (a) coupling scale factor for fermions

κF (the coupling scale factor for gauge bosons κV is profiled) and (b) coupling scale factor for gauge

bosons κV (the coupling scale factor for fermions κF is profiled).

L I K E L I H O O D S  O N  H E P D ATA

8

Reproducing derived results from original paper!

A pheno study 
vs official 

result

Much better 
when using 

ATLAS 
likelihood 

model

Talk by K. Cranmer DS@LHC

http://indico.cern.ch/event/395374/session/12/contribution/63/attachments/1187089/1721548/DSLHC-open-data.pdf


The ultimate information is in the Likelihood model


including correlation model for systematics, usually 
coming with some degree of arbitrariness 


Having the likelihood, more than detector effects, 
would be IMPORTANT


Experiments are reluctant in releasing likelihoods


they could share statistics tools + data cards


Releasing the Likelihood is not really needed: RECAST 
allows to make a full analysis usable

What about correlations/systematics?
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RECAST (K. Cranmer, L. Heinrich, et al.) was proposed to 
solve reproducibility/reinterpretation issues in a clean way 


Running the official analysis is much better than 
having to emulate it

Allows to run “official code” without having it (i.e., 
compliant with ATLAS/CMS rules)


Solves many problems in one step

no need for customised detector simulation

no need for guessed likelihood models

not attached to one experiment/detector

also work with pheno tools (RIVET, etc)

It helps making the workflow standard (and not 
related to ATLAS vs CMS vs RIVET vs …)

A Step ahead: RECAST

17



RECAST: a win-win solution?
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Analysis runs within the 
experimental collaboration 

(i.e. experiment to the 
experimentalists)

theorist submit the 
request providing the 

needed ingredients (i.e. 
theory to theorists)

No
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 em
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Working prototype has a few real ATLAS analyses that can rerun full 
chain on new signal


(UFO ->) LHEF -> full simulation -> reconstruction -> event 
selection -> limit setting

used internally for some channels in ATLAS pMSSM scan  

runs original analysis code as in original paper

runs on CERN open-stack, uses docker, full integration to ATLAS 
software, authentication, ...


working on integrations with Cern Analysis Preservation framework

idea is CAP would preserve analysis ingredients, RECAST would 
provide reinterpretation service

generic infrastructure, generic wrapper for Rivet analyses + can 
wrap other pheno recasting tools: Checkmate, MadAnalysis, Atom, …

can provide uniform interface for several recasting tools

can have pheno, fast sim, full sim versions for the same analysis

most code is generic, not tied to particular experiment

RECAST development status

19 K. Cranmer, L. Heinrichhttps://github.com/recast-hep

http://arxiv.org/abs/1508.06608
https://github.com/recast-hep
https://github.com/recast-hep


For the Experiments:


use of LHE files makes easier to integrate generators in experimental frameworks

A common repository (of LHE files? Gridpacks? UFOs?) would be very beneficial (for 
analyses and phone studies). A new life for MCDB? 


For Pheno studies: 


for plain signatures, fastsim MC codes exist


integrated with official detector tuning by ATLAS & CMS 

BUT sometimes a “good-enough” fastsim is not enough (e.g. exotic signatures)


The ultimate solution: 


a system like RECAST would solve the problem of re-producing and re-interpreting 
results.


With a complete RECAST library and enough CPU resources all phone needs would be 
covered


Our community should (in my opinion) push in these directions more 

Conclusions
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http://mcdb.cern.ch

