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Motivation for studying V(+jets)

• Direct: large background for many searches (Higgs, SUSY, Exotic,..) and 
measurements (top, diboson,...)

‣ Need to control them when data driven method is not possible.

• Indirect: provides stringent test of p(QCD) and EWK sectors: lever for 
signals and (other) background prediction

‣ PDF

‣ ME+PS description (FNS, merging, scale)

‣ higher order QCD and EWK corrections, e.g. at high Pt/Ht
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V+jets studies and MC landscape for Run II

• V+jets SM studies: testing/validating predictions from theory

‣ Most up-to-date version of ME+PS generators used for full simulation (searches, measurements)

‣ Madgraph_aMC@NLO+P8/HWG (FxFx, UNLOPS, KtMLM, ShowerKt, UMEPS), ALPGEN+P8/HWG (MLM), 
Sherpa (CKKW-L), POWHEG+P8 (MinLO),...

‣ Most recent parton-level solution (PDF, αs)

‣ LoopSIM, BlackHat+Sherpa, MEPS@NLO, DYNNLO,...

‣ Validation based on 

‣ 7,8 TeV Rivet analyses

‣ 13 TeV data (coming analyses + Rivet analyses)

• Find ‘comfort’ zone(s) for each generator: which solution is used for which process 
(background for searches, measurement), and where, i.e. in which phase-space region it 
applies. 
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V(+jets)
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Vector boson kinematics

5

SMP-13-006
Z Pt (8 TeV)

arXiv:1512.02192

W Pt (8 TeV)

Pt(lep)>20 GeV |eta(lep)|<2.4
y(dilep)<2.4, dR(dilep)>0.15
pre-FSR

Pt(e)>25 GeV |eta(e)|<2.5
Pt(m)>20 GeV |eta(m)|<2.1
pre-FSR

No explicit mention to jets, only look at V

NNLO prediction follow the same trend: MC deficit below ~100, excess above 100
Powheg+pythia 6.4, excess in [10-30]
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DRAFT

Figure 2(a) shows the exclusive jet multiplicity in the 7 TeV Z+jets analysis, where it can be seen that all189

predictions agree with the data within uncertainties across all multiplicities. The HT distribution, where190

HT is the summed scalar pT of the leptons, jets and missing transverse energy, shown in Figure 2(b) shows191

good agreement, though with different trends in each generator. For example, the MadGraph+Pythia8 A192

predicts larger HT than Sherpa 2.2 across most of the phase space. The leading and second jet pT and193

rapidity, shown in Figure 3, show some issues in Sherpa 2.1, with an excess of events at high jet rapidity.194

A slope relative to data for jet pT below 100 GeV is also observed, which is found to be unrelated to the195

issue at high jet rapidity. These features are both improved by the new tune used in Sherpa 2.2. The196

MadGraph+Pythia8 A predictions in jet pT have a tendency to be harder than the data. Investigations197

with MadGraph+Pythia8 identified sensitivity to the choice of scale for the unordered shower emissions198

in certain topologies. The tuning of this scale parameter in MadGraph+Pythia8 B leads to an improved199

description of the jet pT data. The aMC@NLO FxFx MC gives a reasonable description of the pT and200

rapidities of the jets.201

Angular correlations between the two leading jets, and the invariant mass of this two-jet system in Z202

events are shown in Figure 4. The small mismodelling in ∆φ by Sherpa 2.1 is improved in Sherpa 2.2.203

Similarly, the excess at high ∆y in Sherpa 2.1 is improved in Sherpa 2.2, although the description is not204

perfect. The other MCs show a reasonable level of agreement with the data.205

Comparisons in Z+b-jets events are show in Figure 5, including the b-jet pT and rapidity, the ∆φ between206

the Z and b, in events with at least two b-jets, the invariant mass of the system of the leading two207

b-jets. All generators perform reasonably well at describing the rate and shapes of the data, although208

Sherpa 2.1 slightly under-predicts the rate of high pT b-jets, which is improved in Sherpa 2.2. The two209

MadGraph+Pythia8 predictions show some mismodelling of high∆φ(Z, b− jet), and a slight overestimate210

of the overall rate of b-jet production which increases for the MadGraph+Pythia8 B tune.211
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Figure 1: The (a) rapidity and (b) pT of the Z boson in the 7 TeV inclusive Z analysis. No k-factor is applied to the

aMC@NLO sample.
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Vector boson kinematics

6

Z Pt (7 TeV)

No explicit mention to jets, only look at V

New tests with tree-level 
and NLO prediction (no 
k-factor)
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Vector boson kinematics

7

Z Pt (8 TeV)

arXiv:1512.02192

Pt(lep)>20 GeV |eta(lep)|<2.4
y(dilep)<2.4, dR(dilep)>0.15
pre-FSR

No explicit mention to jets, only look at V

The Run I statistics does not allow sensitivity to EWK correction (max ~5%)
Need to consider this at the Run II.

dimanche 2 août 2015
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V + jets
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Leading jet kinematics

9

W         Z

Generator ME PS ME+PS PDF

BH+Sherpa V+0..4p / / CT10

Loopsim
NNLO: 1p max
NLO:2p max
LO:3p max

/ / CT10

ALPGEN V+0..5 HG++ MLM CTEQ6L1

Sherpa V+0..4 v.2.2 CKKW CT10

MEPS@NLO virt.: BH (1j,2j)
corr from LO Sherpa Sherpa CT10

8 8 Results

8.2 Differential cross section in jet pT

The measured differential cross sections as a function of jet pT for the first, second, third fourth

and fifth jets are presented in Fig. 3, 4, and 5. The cross sections are falling rapidly with increas-

ing pT for all the jets in the final state: for the jets with the largest transverse momentum (Fig. 3

left) it decreases over almost two orders of magnitude for pT between 30 and 100 GeV, while

the cross section for the 5
th

jet decreases over 3 orders of magnitude in the same pT range.

For the leading jet, the agreement of the MADGRAPH prediction with the measurement is very

good up to ∼150 GeV. Discrepancies are observed from ∼150 GeV to ∼450 GeV. A similar

bump on the ratio with the tree level calculation was observed at
√

s = 7 TeV in the CMS

measurement [8], using for the prediction the same generators as here, as well as in the ATLAS

measurement [5], using ALPGEN [36] interfaced to HERWIG [37] for the prediction. The SHERPA

calculation predicts a slightly harder spectrum than the measurement. The pT distributions of

subsequent jets (2
nd

to 5
th

) are well described by both models within the uncertainties. SHERPA

is predicting a different behaviour at low pT than MADGAPH. The accuracy of the measurement

does not allow arbitrating this difference.
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Figure 3: Differential cross section measured as a function of the (left) 1
st

and (right) 2
nd

jet pT

compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show

the ratios of the theory predictions to data. Error bars around the experimental points show the

statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-

certainties added in quadrature. The colored filled band around the MC prediction represents

the statistical uncertainty of the generated sample.

W+jets (7 TeV)

Z+jets (8 TeV)

Eur. Phys. J. C (2015) 75:82

Generator ME PS ME+PS PDF

Sherpa2 V+0..2p@NLO
V+3..4@LO Sherpa

à la 
MEPS@

NLO
CT10

Madgraph V+0..4@LO P6.4 KtMLM
@20 GeV CT10

CMS-SMP-13-007

Agreement to 1σ for most of 
prediction (tree-l. or NLO)
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Figure 20: As in fig. 19, for the transverse momentum of the 1st jet.

Figure 21: As in fig. 19, for the transverse momentum of the 1st jet, in events with at least

two jets.

Figure 22: As in fig. 19, for the transverse momentum of the 1st jet, in events with at least

three jets.

for the measurement of ref. [28] (see fig. 1). If anything, in the present case the excellent

agreement of the merged predictions with the data extends to larger Njet values; however,

we do not consider this fact to be particularly significant, since here one is in a regime

– 21 –

Leading jet kinematics
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W         Z

W+jets (7 TeV) Z+jets (7 TeV)

Eur. Phys. J. C (2015) 75:82

DRAFT
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Figure 8: The pT and rapidity of the (a,b) leading, (c, d) subleading (e,f) third jets in the 7 TeV W+jets analysis. No

k-factor is applied to the aMC@NLO sample.
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New data/MC comparisons. Agreement to ~1σ for 
most of prediction (tree-l. or NLO)

Figure 1: Exclusive jet multiplicity. Data from ref. [28], compared to Herwig++ (left

panel) and Pythia8 (right panel) predictions. The FxFx uncertainty envelope (“Var”)

and the fully-inclusive central result (“inc”) are shown as green bands and red histograms

respectively. See the end of sect. 2 for more details on the layout of the plots.

Figure 2: As in fig. 1, for the transverse momentum of the 1st jet.

Figure 3: As in fig. 1, for the transverse momentum of the 3rd jet.

is entirely dominated by MC effects, and formally of LL accuracy. The impact of multi-

parton matrix elements, measured by the distance between the FxFx and the inclusive

– 11 –

arXiv:1511.00847
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Figure 3: Transverse momentum and rapidity of the leading (a,b), second (c,d) and third (e,f) jets, in the 7 TeV

Z+jets analysis. No k-factor is applied to the aMC@NLO sample.
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subleading jets kinematics
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2nd jet in W+jets (7 TeV) 3rd jet in Z+jets (7 TeV)

Eur. Phys. J. C (2015) 75:82

arXiv:1511.00847

Figure 1: Exclusive jet multiplicity. Data from ref. [28], compared to Herwig++ (left

panel) and Pythia8 (right panel) predictions. The FxFx uncertainty envelope (“Var”)

and the fully-inclusive central result (“inc”) are shown as green bands and red histograms

respectively. See the end of sect. 2 for more details on the layout of the plots.

Figure 2: As in fig. 1, for the transverse momentum of the 1st jet.

Figure 3: As in fig. 1, for the transverse momentum of the 3rd jet.

is entirely dominated by MC effects, and formally of LL accuracy. The impact of multi-

parton matrix elements, measured by the distance between the FxFx and the inclusive

– 11 –

New data/MC comparisons. Agreement to ~1σ for 
most of prediction (tree-l. or NLO).
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Figure 8: The pT and rapidity of the (a,b) leading, (c, d) subleading (e,f) third jets in the 7 TeV W+jets analysis. No

k-factor is applied to the aMC@NLO sample.
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Figure 8: The pT and rapidity of the (a,b) leading, (c, d) subleading (e,f) third jets in the 7 TeV W+jets analysis. No

k-factor is applied to the aMC@NLO sample.
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 Data/MC@Run I: Z+jets «ydiff»

• ydiff : rapidity difference between Z and leading jet

12

Madgraph, Sherpa, MCFM 
severely deviating from 

data, uncovered by 
systematic uncertainties

MGaMC+Pythia8 
(FxFx): recovers the issue 

(same with Herwig)

Figure 13: Sum of the rapidities of the Z and the 1st jet. Data from ref. [29], compared

to Herwig++ (left panel) and Pythia8 (right panel) predictions. The FxFx uncertainty

envelope (“Var”) and the fully-inclusive central result (“inc”) are shown as green bands

and red histograms respectively. See the end of sect. 2 for more details on the layout of

the plots.

Figure 14: As in fig. 13, for the difference of the rapidities of the Z and the 1st jet.

for a detailed discussion on this point, see refs. [21,52]. We point out that we have found a

level of agreement identical to that of figs. 13 and 14 also in the case of the single-inclusive

rapidities (of the Z and the jet) measured in ref. [29].
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 Data/MC@Run I: W+jets angular correlation
Phys. Lett. B 741 (2015) 12

Figure 33: As in fig. 32, for the transverse momentum of the 1st jet.

Figure 34: As in fig. 32, for the pseudorapidity of the 1st jet.

Figure 35: As in fig. 32, for the azimuthal distance between the µ and the 1st jet.

those labelled “MadGraph” in ref. [32], one would clearly see a significant improvement

w.r.t. the latter. However, we caution against taking this comparison too literally, if any-

thing because the LO simulations reported in ref. [32] have been obtained with Pythia6.

For what concerns the leading-jet pseudorapidity, both MCs give an excellent description
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Figure 9: The (a) ∆φ, (b) ∆y, (c) ∆R and (d) invariant mass of the leading and second jets in the 7 TeV W+jets

analysis. No k-factor is applied to the aMC@NLO sample.
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Figure 26: As in fig. 19, for the azimuthal distance between the two hardest jets.

Figure 27: As in fig. 19, for the rapidity distance between the two hardest jets.

Figure 28: As in fig. 19, for the ∆R between the two hardest jets.

As far as the single-jet transverse momenta are concerned, we have considered that

of the leading jet, in events characterised by different numbers of jets (Njet ≥ 1, 2, 3

in figs. 20, 21, and 22, respectively). The agreement between merged results and data

is generally quite good. There is no indication of the predictions being softer than the

– 23 –
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EW corrections

Very large EW corrections to pp → Z/W + 1 jet

NLO (electro)weak [Maina, Ross, Moretti ’04;Kühn,

Kulesza, S.P.,Schulze ’04–’07]

EW Sudakov logs beyond NLO [Kühn, Kulesza,

S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with off-shell Z/W decays

[Denner,Dittmaier,Kasprzik,Muck ’09–’11]
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Strong motivations for V+multijets at NLO EW

multi-jet case: EW Sudakov poorly explored and crucial

for BSM searches

huge di-jet contributions at high jet pT ⇒ V +1 jet NLO
EW insufficient!!

overlap with EW processes (VBF,V V �
,tj, tW , tt̄) and

interference with QCD

soft W/Z

q

g

S. Pozzorini (Zurich University) V +multijets EW SM@LHC2015 10 / 28

W+ + 1 jet: inclusive
inclusive

   ≲ 1%  EW corrections  
 
pT of W-boson
‣  +100 % QCD corrections in the tail
‣   large negative EW corrections due to Sudakov behaviour:  
    -20–35% corrections at 1-4 TeV 
‣   sizeable difference between QCD+EW and QCDxEW ! 
 
 
pT of jet

‣  factor-10 NLO QCD corrections in the tail!
‣  dominated by dijet configurations (effectively LO)
‣  positive 10-50% EW corrections from quark bremsstrahlung  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Setup:      √
S = 13 TeV

µ0 = ĤT /2 (+ 7-pt. variation)

pT,j > 30 GeV, |ηj| < 4.5
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S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with off-shell Z/W decays

[Denner,Dittmaier,Kasprzik,Muck ’09–’11]
NLO/LO− 1

NNLO/LO− 1

(b) W−

statistical error | | |

pcutT [GeV]

200018001600140012001000800600400200

0.00

-0.10

-0.20

-0.30

-0.40

-0.50

NLO/LO− 1

NNLO/LO− 1

(a) W+

statistical error | | |

0.00

-0.10

-0.20

-0.30

-0.40

Strong motivations for V+multijets at NLO EW

multi-jet case: EW Sudakov poorly explored and crucial

for BSM searches

huge di-jet contributions at high jet pT ⇒ V +1 jet NLO
EW insufficient!!

overlap with EW processes (VBF,V V �
,tj, tW , tt̄) and

interference with QCD

soft W/Z

q

g

S. Pozzorini (Zurich University) V +multijets EW SM@LHC2015 10 / 28

W+ + 1 jet: inclusive
inclusive

   ≲ 1%  EW corrections  
 
pT of W-boson
‣  +100 % QCD corrections in the tail
‣   large negative EW corrections due to Sudakov behaviour:  
    -20–35% corrections at 1-4 TeV 
‣   sizeable difference between QCD+EW and QCDxEW ! 
 
 
pT of jet

‣  factor-10 NLO QCD corrections in the tail!
‣  dominated by dijet configurations (effectively LO)
‣  positive 10-50% EW corrections from quark bremsstrahlung  
 
 
 
 

pT [GeV]

pT,j1

σ
/σ

N
L
O

Q
C
D

2000100050020010050

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0

pT [GeV]

pT,j1

σ
/σ

N
L
O

Q
C
D

2000100050020010050

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0

σ
/σ

N
L
O

Q
C
D

pT,W+

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

σ
/σ

N
L
O

Q
C
D

pT,W+

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

j1/103

W+

d
σ
/d

p T
[p
b
/G

eV
]

pp → W+ + 1j @ 13TeV

103

100

10−3

10−6

10−9

10−12

NLO QCD×EW
NLO QCD+EW
NLO QCD
LON

j1/103

W+

d
σ
/d

p T
[p
b
/G

eV
]

pp → W+ + 1j @ 13TeV

103

100

10−3

10−6

10−9

10−12

pT [GeV]

W+

j1

23

Setup:      √
S = 13 TeV

µ0 = ĤT /2 (+ 7-pt. variation)

pT,j > 30 GeV, |ηj| < 4.5
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Setup:      √
S = 13 TeV

µ0 = ĤT /2 (+ 7-pt. variation)

pT,j > 30 GeV, |ηj| < 4.5

• Test NLO QCD + EWK

‣ Use high Pt of  V or leading jet to test impact of EWK correction

‣ Probably no sensitivity at Run I (effect~uncertainty), reduction of stat uncertainty at Run 
II should help

‣ Use V/V’ ratio

‣ Milder sensitivity to QCD and EWK correction, but also partial cancellation of 
uncertainties

‣ Example: Z/g ratio: plateau height sensitive to EWK correction...but most probably not 
in Run I. What about W+jets/Z+jets?

• Test V+1 jets NNLO QCD

‣ Gehrmann-De Ridder et al., arXiv:1507.02850, Boughezal et al., arXiv:1512.01291, Boughezal 
et al., Phys. Rev. Lett. 115, 062002 (2015)

• Large number of jets from NLO prediction

‣ Knowing σ(V+n jet)/σ(V+(n-1) jet)@NLO: estimate σ(V+n+1 jet)

Kallweit et al., arXiv:1511.08692

Stat-dominated

JHEP 10 (2015) 128

Bern et al. 
Phys. Rev. D 92, 014008 (2015)
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V+HF
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[Phys.Rev. D89 (2014) 012003]

...yes

VH

V+HF

Number of quark flavour in p (NQF)
ME-PS merging vs NQF
Scales
Q mass
fragmentation, decay
...

heavy flavours tagging
much smaller statistics
potentially large background
removing DPS component
...

Really worth
 spending time on it?

Exp.

TH

+ indirect insight on possible pp→bbX, ...
+ access to IQ proton content
+...

Motivation for studying V+HF final states
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Data/MC@Run I: Z+>=1,2 b-jet in Run I

18

Z+>=1b jet

Z+>=2b jet

NLO prediction have
 the same behaviour. 
HO corr. missing?

JHEP10(2014)141
CMS-PAS-SMP-14-010
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Data/MC@Run I: Z+>=1,2 b-jet in Run I
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Z+>=1b jet

ALPGEN+H, Sherpa: shape ok, normalisation off
MG 4F/5F+P6: large disagreement in soft Pt region only

Good agreement apart
MG 5F «25ns»: soft pt
Sherpa 2.1: high pt.

JHEP10(2014)141 CMS-PAS-SMP-14-010
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Figure 5: Transverse momentum (a) and rapidity (b) of b-jets in Z events, and (c) ∆φ between the Z and b-jet for the

Z+b-jets analysis at 7 TeV. For Z events with at least two b-jets, (d) ∆R between the two leading b-jets. No k-factor

is applied to the aMC@NLO sample.
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W+1b/2b, Z+2b
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W+>=1b
1-σ excess

W+2b
no excess

Z+2b
excess in 
collinear
bb region

dimanche 2 août 2015

B

W

dimanche 2 août 2015

B

W

dimanche 2 août 2015

B
Z

dimanche 2 août 2015
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Compatible with mismodeling of b-quark collinear production 
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W+1b/2b, Z+2b
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W+>=1b
1-σ excess

W+2b
no excess

Z+2b
excess in 
collinear
bb region
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Figure 13: Differential Z(2b) cross section as a function of the ∆Rbb, compared with the MAD-
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V+HF in Run II

• For Run II

‣ predictions vs W+1b and Z+2B-hadrons/2b-jets

‣ Add γ + HF

‣ consider Vcc, with D meson exclusive decays? Full RUn II stat to be considered in this case

‣ Clarify the use of 4F and 5F predictions

‣ 4F prediction

‣ Tree level or NLO?

‣ Impact of scale choices at NLO for 4F

‣  Need also a more coherent of MC treatment between ATLAS and CMS in the data/MC comparison

22
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For Run II: Intrinsic heavy quark

• Test experimentally the hypothesis of an NP HQ (charm) contribution in the 
proton, using  γ+c,  Z+c, W+b

• Recent (NN)PDF developments to include IC in global fit [Ball et al. arXiv:1510.00009] 

• Might be challenging depending on the ability to control the scale, PDF, merging 
uncertainties and dependency to FNS choice. Not clear how to attack this 
problem efficiently.

23
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Figure 4: The distribution dσ/dpγT of prompt photons produced in the reaction
pp → γcX over the transverse momentum pγT integrated over dy in the interval
1.52<| yγ |¡2.37, | yc |< 2.4 at

√
s = 8 TeV. The red open points correspond to

the inclusion of the IC contribution in the CTEQ66c PDF with IC probability of
about 3.5% [12]; the blue solid points represent the cross-section calculated using
the CTEQ66 PDF without the IC contribution. The calculation was done within
PYTHIA8 using the LO QCD and including the ISR, FSR and MPI.

FSR and the MPI decreases the cross section at pγT # 50-100 GeV/c and increases
a little bit at pγT #> 100 GeV/c.

In Fig. 5 the differential cross-section dσ/dpγT calculated at NLO in the massless
quark approximation as described in [36] is presented as a function of the transverse
momentum of the prompt photon. The following cuts are applied: pγT > 45 GeV,
pcT > 20 GeV with the c-jet pseudorapidity in the interval | yc |≤ 2.4 and the photon
pseudorapidity in the central region | yγ |< 1.37.

The solid blue line represents the differential cross-section calculated with the ra-
diatively generated charm PDF (CTEQ66), the dash-dotted green line uses as input
the sea-like PDF (CTEQ66c4) and the dashed red line the BHPS PDF (CTEQ66c2).
In the lower half of Fig. 5 the above distributions normalized to the distribution ac-

9
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A quick look to 13 TeV data/MC comparisons

24
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Z (+jets) from ATLAS
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Figure 11: The (a) inclusive jet multiplicity and (b) ratios of inclusive jet multiplicities for the Z+jets data analysis
at 13 TeV.
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Figure 12: (a) Exclusive jet multiplicity and (b) HT (the scalar sum of lepton and jet transverse momenta) for the
Z+jets analysis at 13 TeV.
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Z+jets from ATLAS

26

ATLAS MC note

MG predictions behave similarly, but 
show a large difference w.r.t. Sherpa 
(which seems to match the data).

DRAFT

Sherpa 2.1
MG+Py8 A
MG+Py8 B

ATLAS simulation preliminary,
√

s = 13 TeV

10−3

10−2

10−1

1

10 1
Transverse momentum of 1st jet

dσ
/d

p ⊥
[p

b/
G

eV
]

100 200 300 400 500 600 700

0.6

0.8

1

1.2

1.4

p⊥(1st jet) [GeV]

R
at

io
to

Sh
er

pa
2.

1

(a)

Sherpa 2.1
MG+Py8 A
MG+Py8 B
ATLAS simulation preliminary,

√
s = 13 TeV

10 1

10 2

Rapidity of 1st jet

dσ
/d

|y
|[

pb
]

0 0.5 1 1.5 2 2.5 3 3.5 4

0.6

0.8

1

1.2

1.4

|y|(1st jet)

R
at

io
to

Sh
er

pa
2.

1

(b)

Sherpa 2.1
MG+Py8 A
MG+Py8 B

ATLAS simulation preliminary,
√

s = 13 TeV

10−4

10−3

10−2

10−1

1

Transverse momentum of 2nd jet

dσ
/d

p ⊥
[p

b/
G

eV
]

100 200 300 400 500

0.6

0.8

1

1.2

1.4

p⊥(2nd jet) [GeV]

R
at

io
to

Sh
er

pa
2.

1

(c)

Sherpa 2.1
MG+Py8 A
MG+Py8 B
ATLAS simulation preliminary,

√
s = 13 TeV

1

10 1

Rapidity of 2nd jet
dσ

/d
|y
|[

pb
]

0 0.5 1 1.5 2 2.5 3 3.5 4

0.6

0.8

1

1.2

1.4

|y|(2nd jet)

R
at

io
to

Sh
er

pa
2.

1

(d)

Sherpa 2.1
MG+Py8 A
MG+Py8 B

ATLAS simulation preliminary,
√

s = 13 TeV

10−3

10−2

10−1

1

Transverse momentum of 3rd jet

dσ
/d

p ⊥
[p

b/
G

eV
]

40 60 80 100 120 140 160 180 200

0.6

0.8

1

1.2

1.4

p⊥(3rd jet) [GeV]

R
at

io
to

Sh
er

pa
2.

1

(e)

Sherpa 2.1
MG+Py8 A
MG+Py8 B
ATLAS simulation preliminary,

√
s = 13 TeV

1

Rapidity of 3rd jet

dσ
/d

|y
|[

pb
]

0 0.5 1 1.5 2 2.5 3 3.5 4

0.6

0.8

1

1.2

1.4

|y|(3rd jet)

R
at

io
to

Sh
er

pa
2.

1

(f)

Figure 13: Transverse momentum and rapidity of the leading (a,b), second (c,d) and third (e,f) jets, for the Z+jets
analysis at 13 TeV.
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Conclusion

• CMS and ATLAS have provided many V(+jets) results during Run I

‣ V+light: test predictions from theory and refine knowledge of (p)QCD and EWK higher order 
corrections. The understanding of the data/MC discrepancies is partial so far.

‣ V+HF: 

‣ Run I confirmed known effects (W+b), and even seem to enforce them (Z+bb)

‣ Need a coherent understanding of these processes, the direct and indirect impact on search 
is potentially large.

• Need to identify how the most up-to-date/recent prediction do work at 13 
TeV: which solution for which process, where it makes sense

‣ Coordination between ATLAS and CMS?

• Data/MC comparison with Run II started.

‣ Run II statistics + new HO prediction from theory

‣ More sensitivity to understand impact of EWK corrections 

‣ access new corners of the phase, also using 2/3/..-D slicing: better understanding of particular 
kinematic configurations

28



ATLAS-CMS MonteCarlo Generators workshop, Jan 11th, CERN

Backup slides
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V+jets at Run I and Run II: statistics

• Let’s assume L=100/fb per experiment at 13 TeV

‣ Xsec increase x lumi increase w.r.t. 8 TeV (ptjet,l>30 GeV, |etajet,l|<2.5)     

‣ ⇒ >~8 x more statistics available at the end of the Run 2 for W and Z+jets (more for gq and gg initial states)

• Stattistical uncertainty reduction allows to

‣ probe higher scales (Pt, Ht,...)

‣ slice the phase-space (2/3/..-D measurements)

30
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W and Z+1 jet @ NNLO: Data vs MC

• Extraction of (g-)PDF, measurement of αS 

• NNLO uncertainty smaller than the experimental one

• Need to quantify the improvement with Data/MC comparison 31
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merical error on these numbers is at the several-per-mille
level. The cross section shifts by +40% when going from
LO to NLO in perturbation theory, but only by approx-
imately -1% when going from NLO to NNLO. The scale
variation is approximately ±7% at LO and NLO, while at
NNLO it is reduced to the percent level. We note that at
NNLO the largest cross section is obtained for µ = MW ,
leading to the lack of scale variation in the upper direc-
tion in the Table below. The residual theoretical error
is reduced to the percent level at NNLO, and excellent
convergence of the perturbative series is obtained.

pjetT > 30 GeV, |ηjet| < 2.4

Leading order: 533
+39
−38 pb

Next-to-leading order: 797
+63
−49 pb

Next-to-next-to-leading order: 787
+0
−8 pb

Table I: Fiducial cross sections, defined by pjetT > 30 GeV,

|ηjet| < 2.4, using CT10 PDFs at each order of perturbation

theory.

In Fig. 2 we show the transverse momentum spectrum
of the leading jet at LO, NLO and NNLO in perturba-
tion theory. The ratios of the NLO cross section over
the LO result, as well as the NNLO cross section over
the NLO one, are shown in the lower inset. The shaded
bands in the upper inset indicate the theoretical errors
at each order estimated by varying the renormalization
and factorization scales by a factor of two around their
central value, as do the shaded regions in the lower inset.
In the lower inset we have shown the results for both
T cut
N = 0.05 GeV and T cut

N = 0.07 GeV, for the scale
choice µ = 2MW , to demonstrate the T cut

N independence
in every bin studied. The NLO corrections are large and
positive for this scale choice, increasing the cross section
by 40% at pjetT = 40 GeV and by nearly a factor of two

at pjetT = 180 GeV. The scale variation at NLO reaches

approximately ±20% for pjetT = 180 GeV. The shift when
going from NLO to NNLO is much more mild, giving only
a percent-level decrease of the cross section that varies
only slightly as pjetT is increased. The scale variation at
NNLO is at the percent level and is nearly invisible on
this plot.

The transverse momentum spectrum of theW -boson is
shown in Fig. 3. The NLO corrections are again 40% for
pWT ≥ 50 GeV with a sizable scale dependence, while the
NNLO corrections are flat in this region and decrease
the cross section by a small amount. The phase-space
region pWT < 30 GeV only opens up at NLO, leading
to a different pattern of corrections for these transverse
momentum values. The instability of the perturbative
series in the bins closest to the boundary pWT = 30 GeV
is caused by the well-known Sudakov-shoulder effect [29].

Figure 2: The transverse momentum spectrum of the lead-

ing jet at LO, NLO and NNLO in perturbation theory. The

bands indicate the estimated theoretical error. The lower in-

set shows the ratios of the NLO over the LO cross section,

and the NNLO over the NLO cross section. Both shaded

regions in the upper panel and the lower inset indicate the

scale-variation errors. The dashed and solid black lines in the

lower inset respectively show the distribution for T cut
1 = 0.05

GeV and T cut
1 = 0.07 GeV, for the scale choice µ = 2MW .

CONCLUSIONS

We have presented in this manuscript the complete
NNLO calculation of W -boson production in association
with a jet in hadronic collisions. To perform this compu-
tation we have discussed a new subtraction scheme based
on the N -jettiness event-shape variable TN . We have
validated our approach in several ways: when possible
the various components have been cross-checked against
known results in the literature, the necessary cancella-
tion of the logarithmic T cut

N between the phase-space re-
gions TN > T cut

N and TN < T cut
N has been established,

and we have reproduced known results for Higgs pro-
duction in association with a jet at NNLO. The NNLO
corrections to the W+jet process indicate a remarkably
stable perturbative series ready to be used for precision
measurements at the LHC. We will further study the
phenomenological impact of our NNLO result in future
work, including the prediction for the exclusive one-jet
bin, where an intricate interplay between various sources
of higher-order corrections was recently pointed out [30].

We believe that the development of the jettiness-
subtraction represents a significant achievement in the
field of higher-order calculations. For the first time a
subtraction scheme valid for any number of jets has been
introduced that is based on the all-orders resummation of
a physically-observable cross section, and that is straight-
forward to implement in existing frameworks for NLO
calculations. We anticipate that the W+jet process pre-

5

Figure 3: The transverse momentum spectrum of the W -
boson at LO, NLO and NNLO in perturbation theory. The
bands indicate the estimated theoretical error. The lower in-
set shows the ratios of the NLO over the LO cross section,
and the NNLO over the NLO cross section. Both shaded
regions in the upper panel and the lower inset indicate the
scale-variation errors. The dashed and solid black lines in the
lower inset respectively show the distribution for T cut

1 = 0.05
GeV and T cut

1 = 0.07 GeV, for the scale choice µ = 2MW .

sented here is only the first of many results obtained with
this novel technique.
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The NNLO correction results in an almost +1% increase

in the fiducial cross section. The scale dependence is

greatly reduced with respect to the NLO result. We

note that the full NNLO corrections are smaller than

the leading-color results for a subset of the contributing

partonic channels found in Ref. [3]. We next show the Z-

boson transverse momentum distribution in Fig. 2, focus-

ing on the range pZT < 500 GeV. The distributions at LO,

NLO and NNLO in QCD perturbation theory are shown,

as are the usual K-factors: the ratio of the NLO over the

LO cross section, and the NNLO over the NLO result.

To produce this distribution and all other ones, we av-

erage the results from T cut
1 = 0.05, 0.06, 0.07, 0.08 GeV.

A reduced scale dependence is obtained when the NNLO

corrections are included, and a significantly smaller cor-

rection is observed when going from NLO to NNLO than

when going from LO to NLO, indicating stability of the

perturbative expansion. A slight increase of the NNLO

correction occurs as pZT is increased. The analogous

transverse momentum distribution for the leading jet is

shown in Fig. 3. In this case the NLO corrections grow

with pjetT , reaching a K-factor of 2.5 for pjetT = 500 GeV.

The NNLO corrections are far more mild, but they grow

with pjetT , increasing the NLO result by 10% at pjetT = 500

GeV. It is essential to account for these corrections when

comparing with measurements, as the experimental er-

rors are only at the few-percent level in this region.

Figure 3: Plot of the leading-jet pT distribution at LO, NLO

and NNLO in QCD perturbation theory, for 13 TeV collisions

with the central scale µ0 =

�
m2

ll +
�

pjet,2T . The K-factors

are shown in the lower inset.

We now study distributions of the lepton that comes

from the Z → l+l− decay; the anti-lepton distributions

are similar. The lepton transverse momentum distribu-

tion at LO, NLO and NNLO in QCD perturbation the-

ory is shown in Fig. 4. We focus on the range pl
−

T ≤ 180

GeV due to the small cross section at higher transverse

momenta. There is again a reduction of the scale uncer-

tainty to the percent level when the NNLO corrections

are included. The NNLO corrections rise slightly as pl
−

T
is increased. The variation of the K-factors that appears

for low-pl
−

T arises from the leading-order kinematic re-

striction that pZT > 30 GeV, which occurs because of the

pjetT > 30 GeV cut. This in turn restricts the allowed

values of pl
−

T that can occur. This restriction is lifted at

NLO when additional radiation is present, but leads to

large corrections near the LO kinematic boundary. Fi-

nally, we show in Fig. 5 the rapidity distribution of the

lepton. The kinematic variation of the K-factor is small

at both NLO and NNLO, with the corrections being a

constant +40% shift at NLO and nearly zero at NNLO.

Although not shown explicitly here, we find a similar

pattern of corrections for the jet and Z-boson rapidity

distributions.

Figure 4: Plot of the lepton pT distribution at LO, NLO

and NNLO in QCD perturbation theory, for 13 TeV collisions

with the central scale µ0 =

�
m2

ll +
�

pjet,2T . The K-factors

are shown in the lower inset.

Before concluding we comment briefly on some compu-

tational aspects of our calculation. It was recently shown

that a multi-threaded version of the Vegas integration al-

gorithm [29] could significantly reduce the time needed

to obtain NLO cross sections [30]. We have extended

this parallelization to use the MPI protocol in order to

allow communication between the separate nodes present

on modern computing clusters. Numerical tests on the

Mira supercomputer at the Argonne Leadership Com-

puting Facility and at the NERSC facility at Berkeley

show that our code exhibits strong scaling to the several-

thousand node level. We anticipate that the techniques

we have developed will become increasingly important

for theoretical predictions to match the ever-improving

quality and precision of high energy collider data.
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The primary check of the N -jettiness formalism is that
the logarithmic dependence on T cut

N that occurs sepa-
rately in the low and high TN regions cancels when they
are summed. This requires that almost all parts of the
calculation are implemented correctly and consistently;
the beam, soft, and jet functions, as well as the NLO
corrections to Z+2-jets, are probed by this check. We
show in Fig. 1 the results of this validation for the ra-
tio σNNLO/σNLO in 13 TeV proton-proton collisions. We
have checked that the NLO cross section obtained with
N -jettiness subtraction agrees with the result obtained
with standard techniques. These cross sections are ob-
tained using CT14 parton distribution functions [27] at
the same order in perturbation theory as the partonic
cross section, and contain the following fiducial cuts
on the leading final-state jet and the two leptons from
CMS [5]: pjetT > 30 GeV, |ηjet| < 2.4, plT > 20 GeV,
|ηl| < 2.4 and 71GeV < mll < 111GeV. The AT-
LAS analysis is similar but with slightly different cuts [4].
We reconstruct jets using the anti-kT algorithm [28] with

R = 0.5. A dynamical scale µ0 =
�

m2

ll +
�

pjet,2T is cho-
sen to describe this process, where the sum is over the
transverse momenta of all final-state jets, and mll the
invariant mass of the di-lepton pair arising from the Z-
boson decay. In this validation plot we have set the renor-
malization and factorization scales to µR = µF = 2×µ0;
since the corrections are larger for this scale choice, it
is easier to illustrate the important aspects of the T cut

1

variation.

Figure 1: Plot of the NNLO cross section over the NLO result,

σNNLO/σNLO, as a function of T cut
1 , for the scale choice µ =

2 × µ0. The vertical bars accompanying each point indicate

the integration errors.

A few features can be seen in Fig. 1. First, in the region
T cut
1 < 0.2 GeV the result becomes independent of the

particular value of the cut chosen within the numerical
errors. The NNLO correction for µ = 2×µ0 corresponds
to a +3% shift in the cross section. The plot makes clear
that we have numerical control over the NNLO cross sec-
tion to the per-mille level, completely sufficient for phe-
nomenological predictions. We observe an approximately

linear dependence of σNNLO on ln (T cut
1 ) in the region

0.2GeV < T cut
1 < 0.5GeV, indicating the onset of the

power corrections neglected in Eq. (3). These power cor-
rections have the form (TN/Q) lnn(TN/Q), where n ≤ 3
at NNLO [8] and Q is a hard scale such as pjetT .
The other possible checks of the N -jettiness formalism

involve comparison with other NNLO results obtained us-
ing different techniques. We have previously checked that
the agreement between Higgs+jet production as com-
puted with N -jettiness and with other techniques [10]
agree at the per-mille level [9]. A selection of processes
without final-state jets have also been computed with
both N -jettiness subtraction and other techniques, and
show a similar level of agreement [8, 14].

NUMERICAL RESULTS

We present here numerical results for Z-boson produc-
tion in association with a jet at NNLO. Our central scale
choice is the dynamical scale µ = µ0, as described in the
previous section. To obtain an estimate of the theoret-
ical errors we vary µ away from this choice by a factor
of two. We use the same cuts on the jets and leptons as
described in the previous section. We include the con-
tributions from both the Z-boson and a virtual photon
decaying to leptons in our numerical results.

Figure 2: Plot of the Z-boson pT distribution at LO, NLO

and NNLO in QCD perturbation theory, for 13 TeV collisions

with the central scale µ0 =

�
m2

ll +
�

pjet,2T . The K-factors

are shown in the lower inset.

We note that the cross sections at each order in per-
turbation theory for the cuts described above are:

σLO = 97.4+3.9
−4.4 pb,

σNLO = 133.3+5.4
−4.2 pb,

σNNLO = 134.2+0.0
−0.6 pb.

(4)

Pt jet

Pt jet Pt Z

Pt WW+1 jet

Z+1 jet

K(NNLO/NLO)~20%
in tails

K(NNLO/NLO)~-10% in 
tails

http://arxiv.org/abs/1507.02850
http://arxiv.org/abs/1507.02850
http://arxiv.org/abs/1512.01291
http://arxiv.org/abs/1512.01291
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Testing QCD and EW at NLO with W+1,2,3j

• W/Z/γ et jet production at higher scale: 
larger effect of QCD and EW correction

‣ W pt: 

‣ LO→NLO (QCD): ~1 (but very large 
uncertainties on the LO)

‣ Adding EW: 

‣ -10% at ~600 GeV (8 TeV data)

‣ -50% at 2 TeV

‣ Jet pt: 

‣ LO→NLO (QCD): same as for W pt

‣ Adding EW: 

‣ W+1j remains the best probe (smaller 
uncertainties)
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EW corrections

Very large EW corrections to pp → Z/W + 1 jet

NLO (electro)weak [Maina, Ross, Moretti ’04;Kühn,

Kulesza, S.P.,Schulze ’04–’07]

EW Sudakov logs beyond NLO [Kühn, Kulesza,

S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with off-shell Z/W decays

[Denner,Dittmaier,Kasprzik,Muck ’09–’11]
NLO/LO− 1

NNLO/LO− 1

(b) W−

statistical error | | |

pcutT [GeV]

200018001600140012001000800600400200
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Strong motivations for V+multijets at NLO EW

multi-jet case: EW Sudakov poorly explored and crucial

for BSM searches

huge di-jet contributions at high jet pT ⇒ V +1 jet NLO
EW insufficient!!

overlap with EW processes (VBF,V V �
,tj, tW , tt̄) and

interference with QCD

soft W/Z

q

g

S. Pozzorini (Zurich University) V +multijets EW SM@LHC2015 10 / 28

W+ + 1 jet: inclusive
inclusive

   ≲ 1%  EW corrections  
 
pT of W-boson
‣  +100 % QCD corrections in the tail
‣   large negative EW corrections due to Sudakov behaviour:  
    -20–35% corrections at 1-4 TeV 
‣   sizeable difference between QCD+EW and QCDxEW ! 
 
 
pT of jet

‣  factor-10 NLO QCD corrections in the tail!
‣  dominated by dijet configurations (effectively LO)
‣  positive 10-50% EW corrections from quark bremsstrahlung  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Setup:      √
S = 13 TeV

µ0 = ĤT /2 (+ 7-pt. variation)

pT,j > 30 GeV, |ηj| < 4.5
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V+jets main ‘features’: Z+jets

33

Leading jet pt: issue less pronounced for Z+jets than 
for W+jets
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Z+jets

34

Different trends observed. Generally very reasonable 
agreement, even with tree-level predictions

[CMS-PAS-SMP-13-007]

CMS@8 TeV CMS@13 TeV

[CMS-PAS-SMP-15-010]

ATLAS@13 TeV
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Z+jets
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Different trends observed. Generally very reasonable 
agreement, even with tree-level predictions

[CMS-PAS-SMP-13-007]

CMS@8 TeV CMS@13 TeV

[CMS-PAS-SMP-15-010]
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V+jets ratio: Z+jets/γ+jets @ 8 TeV

36

18 7 Results

bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z → (e+e− + µ+µ−) over γ as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets ≥ 1); top right: HT ≥
300 GeV, njets ≥ 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets ≥ 1 case (bottom left) and HT ≥ 300 GeV case (bottom right).
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[arxiv.1505.06250]

Data and MC agree within uncertainties.
tree-level and NLO behave similary

1) Precision measurement (partial cancellation of systematics)
2) Data-driven prediction of Z+jets through γ+jets

QCD/QED
corrections
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Z+jets angular correlation: event shapes

• Event shapes

37

Pythia, MG and Sherpa deviate strongly, Powheg 
does a good job

aMC@NLO
+Pythia8 (FxFx): 

in agreement 
(same with 

Herwig)

3

estimated from the distribution of the energy per unit area in the η-φ plane in each event [30],

and is subtracted from the calculated sum. This corrected sum is required to be less than 15%

of the measured pT of the lepton. Lepton reconstruction efficiencies are determined using sim-

ulation, and corrected for differences between data and simulation using the “tag-and-probe”

technique described in Ref. [31].

The inputs to the CMS jet clustering algorithm are the four-momentum vectors of the particles

reconstructed using the particle-flow (PF) technique [32, 33], which combines information from

different subdetectors. Jets are reconstructed using the anti-kT clustering algorithm [34], with a

size parameter of R = 0.5, by summing the four-momenta of individual PF particles according

to the FASTJET package of Refs. [35, 36].

The reconstructed PF candidates are calibrated to account for any nonlinear or nonuniform

response of the CMS calorimetric system to neutral hadrons. Charged hadrons and photons

are sufficiently well-measured in the tracker and in the ECAL, and do not need such correc-

tions. However, the resulting jets require small additional energy adjustments, mostly from

thresholds set on reconstructed tracks and from the clustering procedure in the PF algorithm,

but also from biases generated through inefficiencies in reconstruction. Jet-energy corrections

are obtained using simulated events that are generated with PYTHIA (version 6.4.22), processed

through a CMS detector simulation based on GEANT4, and then combined with measurements

of exclusive two-jet and photon + jet events from data [37]. By design, jet energy corrections

bring reconstructed jets from detector level to particle level [38], as opposed to the parton level.

An offset correction is also applied to account for the extra energy clustered in jets from the

presence of additional proton-proton interactions (in-time or out-of-time pileup) within the

same or neighboring bunch crossings. The overall jet-energy corrections depend on the η and

pT values of jets, and are applied as multiplicative factors to the four-momentum vector of each

jet. These factors range between 1.0 and 1.2, and are approximately uniform in η. The jets ac-

cepted for analysis are required to satisfy pT > 50 GeV and |η| < 2.5. In addition, all jet axes

are required to be separated by ∆R > 0.4 from those of lepton candidates from Z → �+�− de-

cays. From MC studies, it is found that the selection efficiency of Z + jets candidates is almost

independent of jet multiplicity.

5 Observable quantities

The observable quantities used to describe the properties of Z + jets events are the differential

cross sections as functions of the azimuthal angles ∆φ(Z, ji) between the transverse-momentum

vectors of the Z boson and the ith
leading jet in the event; the azimuthal angles among the three

jets of leading pT ∆φ(ji, jk), with i < k, and i and k corresponding to 1, 2, or 3; and the transverse

thrust τT, defined as [17]

τT ≡ 1 − max
�nτ

∑i |�pT,i ·�nτ|
∑i pT,i

, (1)

where the four-momenta of the Z boson and the jets are used as inputs to calculate τT, with �pT,i

being the transverse-momentum vector of object i, and the sum running over the Z and each

accepted jet in the event. The unit vector �nτ that maximizes the sum, and thereby minimizes

τT, is called the thrust axis. In the limit of the production of back-to-back Z + 1-jet events,

τT tends to zero (Fig. 1a). With additional jet emission (i.e. the appearance of a second jet),

the values of thrust increase. Thrust is most sensitive to specifics of modeling of two-jet and

three-jet topologies, while it is less sensitive to QCD modeling of larger jet multiplicities. For

Figure 16: As in fig. 15, for the transverse thrust.

Figure 17: As in fig. 15, for the azimuthal distance between the Z and the 1st jet, in

events with at least two jets (left panel), and the azimuthal distance between the 1st and

the 2nd jet, in events with at least three jets (right panel), both compared to Herwig++

predictions.

Figure 18: As in fig. 17, for the azimuthal distance between the Z and the 1st jet (left

panel), and the transverse thrust (right panel), both in events with pT (Z) ≥ 150 GeV.

– 18 –
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Ongoing 13 TeV work

38

Preliminary public V+jets results

Z+jets (ATLAS) Z+jets (CMS) γ+jets (ATLAS)

No superseeding of physics message from Run I yet, but 
new results will come fast
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For Run II: other V+(light) jets points

• PDF from photon+jets

‣ Current LHC only allow mild reduction of g-PDF uncertainty.  A reduction of systematic 
uncertainties is the key. 

‣ One promising solution: use ratio between 13 and 8 TeV photon spectra for a partial 
cancellation of uncertainties (both experimental and theoretical)

‣ Consider different photon isolation isolation?

• N-jetiness: test of jet resummation

‣ Experimentally: problematic of using vetos on soft radiation in searches (lower background, etc...)

‣ Measure 0-, 1-, 2-jetiness first using jets, then using charged particles

• W+c: extract strange PDF

‣ Increase of statistics will allow more precise PDF fit: shed light on s-PDF tension between CMS 
and ATLAS.

39
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Inclusive V @ Run II: PDF from inclusive V studies

• Light q-PDF in low/high x 

• Moving from 7/8 TeV to 13 TeV: access different x regions

• Exploit inclusive xsec (W, Z)

‣ W Pt, Z Pt, W charge asymmetry,...

‣ e.g.  high DY mass or low DY mass ranges to target specific x ranges

‣ high mass range: 

‣ Run II can make a big difference in stat.

‣ Access to photon PDF

• Inclusive xsec ratio

‣ less sensitivity to αs and PDF, but (partial) cancellation of exp. 
systematics and scale uncertainties.

‣ Double ratio: using ratio of processes at 2 different energies?

40
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ATLAS MC note: Z+jets

41

DRAFT

Figure 2(a) shows the exclusive jet multiplicity in the 7 TeV Z+jets analysis, where it can be seen that all189

predictions agree with the data within uncertainties across all multiplicities. The HT distribution, where190

HT is the summed scalar pT of the leptons, jets and missing transverse energy, shown in Figure 2(b) shows191

good agreement, though with different trends in each generator. For example, the MadGraph+Pythia8 A192

predicts larger HT than Sherpa 2.2 across most of the phase space. The leading and second jet pT and193

rapidity, shown in Figure 3, show some issues in Sherpa 2.1, with an excess of events at high jet rapidity.194

A slope relative to data for jet pT below 100 GeV is also observed, which is found to be unrelated to the195

issue at high jet rapidity. These features are both improved by the new tune used in Sherpa 2.2. The196

MadGraph+Pythia8 A predictions in jet pT have a tendency to be harder than the data. Investigations197

with MadGraph+Pythia8 identified sensitivity to the choice of scale for the unordered shower emissions198

in certain topologies. The tuning of this scale parameter in MadGraph+Pythia8 B leads to an improved199

description of the jet pT data. The aMC@NLO FxFx MC gives a reasonable description of the pT and200

rapidities of the jets.201

Angular correlations between the two leading jets, and the invariant mass of this two-jet system in Z202

events are shown in Figure 4. The small mismodelling in ∆φ by Sherpa 2.1 is improved in Sherpa 2.2.203

Similarly, the excess at high ∆y in Sherpa 2.1 is improved in Sherpa 2.2, although the description is not204

perfect. The other MCs show a reasonable level of agreement with the data.205

Comparisons in Z+b-jets events are show in Figure 5, including the b-jet pT and rapidity, the ∆φ between206

the Z and b, in events with at least two b-jets, the invariant mass of the system of the leading two207

b-jets. All generators perform reasonably well at describing the rate and shapes of the data, although208

Sherpa 2.1 slightly under-predicts the rate of high pT b-jets, which is improved in Sherpa 2.2. The two209

MadGraph+Pythia8 predictions show some mismodelling of high∆φ(Z, b− jet), and a slight overestimate210

of the overall rate of b-jet production which increases for the MadGraph+Pythia8 B tune.211
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Figure 1: The (a) rapidity and (b) pT of the Z boson in the 7 TeV inclusive Z analysis. No k-factor is applied to the

aMC@NLO sample.

9th January 2016 – 16:49 7

DRAFT

ATLAS data,
√

s=7 TeV

Sherpa 2.1
Sherpa 2.2
MG+Py8 A

MG+Py8 B

aMC@NLO FxFx
10−3

10−2

10−1

1

10 1

10 2

Exclusive jet multiplicity

σ
(Z

/
γ
∗ (
→

e
+

e
−
)
+

N
je

t
)

[p
b

]

0 1 2 3 4 5 6 7

0.6

0.8

1

1.2

1.4

Njet

M
C

/
D

a
ta

(a)

ATLAS data,
√

s=7 TeV

Sherpa 2.1
Sherpa 2.2

MG+Py8 A

MG+Py8 B

aMC@NLO FxFx

10−3

10−2

10−1

1

Scalar p⊥ sum of leptons and jets

d
σ

/
d

H
T

[p
b

/
G

e
V

]

100 200 300 400 500 600 700 800 900 1000

0.6

0.8

1

1.2

1.4

HT [GeV]

M
C

/
D

a
ta

(b)

Figure 2: (a) Exclusive jet multiplicity and (b) HT (the scalar sum of lepton and jet transverse momenta) in the 7 TeV

Z+jets analysis. No k-factor is applied to the aMC@NLO sample.
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Figure 3: Transverse momentum and rapidity of the leading (a,b), second (c,d) and third (e,f) jets, in the 7 TeV

Z+jets analysis. No k-factor is applied to the aMC@NLO sample.
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Figure 4: The (a) ∆φ, (b) ∆y, (c) ∆R and (d) invariant mass of the leading and second jets in the 7 TeV Z+jets

analysis. No k-factor is applied to the aMC@NLO sample.
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Figure 5: Transverse momentum (a) and rapidity (b) of b-jets in Z events, and (c) ∆φ between the Z and b-jet for the

Z+b-jets analysis at 7 TeV. For Z events with at least two b-jets, (d) ∆R between the two leading b-jets. No k-factor

is applied to the aMC@NLO sample.
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Figure 6: kt scale of the (a) 0→ 1, (b) 1→ 2, (a) 2→ 3, and (a) 3→ 4 clusterings in the W+jets analysis at 7 TeV.

No k-factor is applied to the aMC@NLO sample.
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Figure 7: The (a) inclusive jet multiplicity and (b) HT in the 7 TeV W+jets analysis. No k-factor is applied to the

aMC@NLO sample.
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Figure 8: The pT and rapidity of the (a,b) leading, (c, d) subleading (e,f) third jets in the 7 TeV W+jets analysis. No

k-factor is applied to the aMC@NLO sample.
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Figure 9: The (a) ∆φ, (b) ∆y, (c) ∆R and (d) invariant mass of the leading and second jets in the 7 TeV W+jets

analysis. No k-factor is applied to the aMC@NLO sample.
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For Run II: Testing QCD and EW at NLO with Z+j and γ+jets

• Z+j/γ+j ratio of pt spectra: 

‣ partial cancellation of uncertainties (jets,...), hence gets to more 
precision

‣ Useful for SUSY search (control Z via γ)

• Run I: up to 800 GeV

‣ LO→NLO (QCD): effect on ratio is very small

‣ Adding EWK: effect on ratio:

‣  -15% at 600 GeV (Run I), but large exp. uncertainty

‣ -20% at 1.5 TeV

• At 13 TeV, expect sensitivity to EWK corrections at 
500-600 GeV?

‣ Below, exp. systematics might still dominate

• What effect for W/Z ratio (better exp. cancellation)?

46
Kallweit et al., arXiv:1511.08692

Stat-dominated

      V+jet pT-ratios at NLO QCD+EW                                      Jonas M. Lindert

Z/ɣ + 1 jet: pT-ratio

12

Overall

‣   mild dependence on the boson pT

QCD corrections

‣   ≲ 5% above 350 GeV

EW corrections

‣    result in an almost constant shift between LO and  
      NLO QCD+EW of ~10-15%
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For Run II: Testing higher order corrections

• Test NLO QCD+EWK correction: 

‣ W Pt

‣ LO→NLO (QCD): +100% above ~200 GeV

‣ Adding EW: 

‣ -10% at ~600 GeV (8 TeV data)

‣ -40% at 2 TeV

‣ Jet pt: 

‣ LO→NLO (QCD): +1000% in tail

‣ Adding EW: 

‣ probably no sensitivity for Run I (~1 TeV)

‣ +10% at 1.5 TeV (Run II)

• Test NNLO QCD: 

‣ Gehrmann-De Ridder et al., arXiv:1507.02850, Boughezal et al., arXiv:
1512.01291, Boughezal et al., Phys. Rev. Lett. 115, 062002 (2015)

• Run II will be a nice playground for all of this
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multi-jet case: EW Sudakov poorly explored and crucial

for BSM searches
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W+ + 1 jet: inclusive
inclusive

   ≲ 1%  EW corrections  
 
pT of W-boson
‣  +100 % QCD corrections in the tail
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‣   sizeable difference between QCD+EW and QCDxEW ! 
 
 
pT of jet
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‣  dominated by dijet configurations (effectively LO)
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Setup:      √
S = 13 TeV

µ0 = ĤT /2 (+ 7-pt. variation)

pT,j > 30 GeV, |ηj| < 4.5
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CMS-SMP-13-07

For Run II: V+n jets/V+jets: predict higher jet multiplicities

• Predict large number of jets at NLO is 
complex. One possibility:

‣ Use NLO pred. for σ(V+n jet)/σ(V+(n-1) jet) to 
estimate σ(V+n+1 jet). 

‣ Ratio: partial cancellation of experimental (jet,..) 
and theoretical (scale, PDF,..) uncertainties

‣ Fit to derive the evolution of a given distribution 
when passing from n-1 to n jets

‣ Propagate to n+1, including uncertainties

• W+n+1 jet xsec

• Differential? Example with Ht in W+jets
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Figure 7: The (a) inclusive jet multiplicity and (b) HT in the 7 TeV W+jets analysis. No k-factor is applied to the

aMC@NLO sample.
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