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Outline

• Data Science Workshop

• IML Working Group Update

• EPlanet Follow-up
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Data Science at LHC

the    1st Data Science at LHC Workshop: 

Nov 9-13 cern.ch/DataScienceLHC2015

• 200+ participants (registration closed at 200)

• Experts in machine learning and HEP

• Presentations from all LHC experiments

• Exciting developments in modern machine 

learning and their HEP applications

• Practical Tutorials (TMVA, Deep Learning)
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http://cern.ch/DataScienceLHC2015
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We Were Actively 

Involved
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Some DS’15 Highlights
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Pre-processing and the symmetries of space-time
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Out-performs standard and well-performing features.  

Maxout out-performs Convnet (more on this shortly)  

Generic overview slide

-What can be gained by looking at data in new ways?

-How to adapt ML algorithms to physics?

Fisher Discriminant 
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Translated h

Our goal: Continue to use powerful ML 

techniques to learn about physics at the LHC

Physics meets Computer Vision: Jet Images

-Powerful discrimination

-Intuitive visualization to understand what 

physics has been learned
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- -The Future

Beyond optimizing discrimination, can we learn 

what ML algorithms learn about physics?

Blurring jet clustering algorithms with Fuzzy Jets

-IRC safe likelihood-based approach to jet clustering

We have shown two examples:

Fuzzy Jets

New ways to sub-structure

Advanced Pattern Recognition

Better Classification

Deep Learning

Dec. 14, 2015



From CMS
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Mauro Donegà: Data Science @ LHC 2015 22

Mass fit H  γγ “Golden     

channel”
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From LHCb
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Advanced 
techniques

Performance!!

Power 
Users

Uniformity, or other 
special loss functions

Niche needs

Artisans

Preempting the 
Trigger

Benbouzid, Busa-Fekete, Kegl, arXiv:1206.6387

ML Trigger

PID

Event Selection

Dalitz Plots

Dec. 14, 2015



M. Floris Data Science at the LHC 2015

Iterative priors

20

Rapid convergence, consistent with “unfolding” measurement 

Exact value of priors not critical for efficiency, but important if not 

negligible contamination

Priors can be determined 

iteratively 

M. Floris Data Science at the LHC 2015

Bayesian PID and the D0 → Kπ

21

3σ PID

no PID

Bayesian

Bayesian PID (maximum probability) improves significantly 

S/B in the study of the D0 → Kπ decay

From ALICE

Sergei V. Gleyzer              PH-SFT Meeting 10

M. Floris Data Science at the LHC 2015

Comparison of e/π distrimination methods

17

MLP works better, but uses more information.  

7-dim likelihood performs as NN? 

Next: include track properties

Int.J.Mod.Phys. A29 (2014) 1430044, arXiv:1402.4476

M. Floris Data Science at the LHC 2015

ΛC → Ks0: Results

30

Significance improved by BDT 

Multi-dimensional selection criteria simplified 

Additional BDT systematics not dominant (large statistical error)

M. Floris Data Science at the LHC 2015

A primer on jet quenching

32

Recoil jet loses energy when 

traversing the medium 

“Radiative” and “Collisional” 

energy loss 

ΔEg > ΔEu,d,s (Color factors) 

Distinguishing Quark and 

Gluon jets would allow to study 

microsopic process of energy 

loss in detail 

“RAA” is the simplest way of 

studying this modification

Data Science at the LHC 2015M. Floris

ΛC → Ks
0p in p-Pb collisions

• Recent attempts based on TMVA, 

mostly BDTs 

• Several channels studied: 

• Λ → pπ, Ks
0 → ππ, ΛC → πKp, … 

• Example discussed here: ΛC → KS
0p 

• 3-prong decay: large combinatorial BG 

28

p

π+ π-

ΛC

Ks
0

IPP

pT (p)
Bayesian PID

mππ

IPK

cτK

Better 

Particle ID

Higher Signal 

Significance
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From ATLAS
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Example: b-jet Identification 

• Compression of information: hits → tracks → jet-based quantities, e.g.: 

– Displaced vertex 

– b probability of jet as product of b track probabilities 

• Inputs: we currently use jet-based quantities  

• Output: b-jet or not using NN & BDT: mainly TMVA, also test AGILEPack (C++ framework for 

deep learning designed for HEP purposes by Luke de Oliveira: 

https://github.com/lukedeo/AGILEPack ) 

9'

b-jet non-b-jet

Origin

ATLAS-CONF-2011-102, ATL-PHYS-PUB-2015-022, ATLAS-CONF-2014-046 

b and c jet identification

Example: charm-jet Identification'

• Define 2 discriminants 

based on 3 NN outputs: 

11'

ATL-PHYS-PUB-2015-001 

Multi-class problem: various boosted objects 

22'

vs'Boosted                  objects

Gluon Radiation

Generic overview slide

-What can be gained by looking at data in new ways?

-How to adapt ML algorithms to physics?
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- -The Future

Beyond optimizing discrimination, can we learn 

what ML algorithms learn about physics?

Blurring jet clustering algorithms with Fuzzy Jets

-IRC safe likelihood-based approach to jet clustering

We have shown two examples:

Sub-jet



Deep Learning
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Computer Vision - Image Classification

● Imagenet

● Over 1 million images, 1000 

classes, different sizes, avg 

482x415, color

● 16.42% Deep CNN dropout in 

2012

● 6.66% 22 layer CNN (GoogLeNet) 

in 2014

● 4.9%  (Google, Microsoft) super-

human performance in 2015

Sources: Krizhevsky et al ImageNet Classification with Deep Convolutional Neural Networks, Lee et al Deeply supervised nets 2014, 
Szegedy et al, Going Deeper with convolutions, ILSVRC2014, Sanchez & Perronnin CVPR 2011, http://www.clarifai.com/

Benenson, http://rodrigob.github.io/are_we_there_yet/build/classification_datasets_results.html

Computer Vision (CV) Benchmarks

Human
★

First super-human 

result in 2015*

* Google/Microsoft 4.9%

Dec. 14, 2015



Deep Learning

Deep Learning Neural Networks:

• Tremendous performance improvement

– Training more complex models

• Increased Depth

• Enlarged Width

• Feedback/Convolution

• Novel activation functions

– Effective strategies against over-fitting

• Regularization

Dec. 14, 
2015
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DS’15 Deep Learning
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Learning about learning

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 

the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 

Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 

and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 

images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 

Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 

channel detector captures snapshots of particle collisions occurring 40 million times per second. 

We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 

Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-

based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 

space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 

These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 

enabling the connection between LHC physics event reconstruction and computer vision.. We 

transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 

done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 

hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  

Connected 

ReLU Unit

ReLU Dropout ReLU Dropout

Local 

Response 

Normalization

W’→ WZ event

Convolutions

Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 

new physics processes compared to state-of-the-art methods based on physics features, 

enhancing the discovery potential of the LHC.  More importantly, the improved performance 

suggests that the deep convolutional network is capturing features and representations beyond 

physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 

potential of the LHC for new particles and phenomena. We hope to both inspire future research 

into Computer Vision-inspired techniques for particle discovery, and continue down this path 

towards increased discovery potential for new physics.

Difference in average 

image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 

most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 

perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 

accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 

structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 

signal and background image after applying the learned convolutional filters (right). This novel 

difference-visualization technique helps understand what the network learns.

2D  

Convolutions 

to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 

sure that the representations we learn are more than simple recombinations of basic physical 

variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 

discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 

discriminants — mass (top)  

and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 

the physics-related variables leads to a likelihood 

performance equivalent to a random guess, but 

the Deep Convolutional Network retains some 

discriminative power. This indicates that the deep 

network learns beyond theory-driven variables — 

we hypothesize these may have to do with 

density, shape, spread, and other spatially driven 

features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 

aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Advantage of CNN is that we can visualize the filters

Data very sparse; convolution paradigm does not work as 

intended (need large filters). 
!

However, we can apply the new technique for visualization learned information 

by convolving the filters with the images
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Pre-processing and the symmetries of space-time
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Tutorials

New tutorials at DS’15: Deep Learning, 
TMVA new features, others

– Tutorials based on RootBooks were 
successful 

• others less so

– Users got tangled up in setup, dependencies, versions

RootBooks: 

• dedicated servers for this tutorial were supplied by 
OpenStack (1 user/core)

• Very (!) positive feedback from participants

Sergei V. Gleyzer              PH-SFT Meeting 15Dec. 14, 2015
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TMVA New Features

• New TMVA features were premiered at 
DS’15 
– with RootBooks

• Data Loader (modularity)

• Feature Importance

• Interfaces to R and Python

• Very positive response to new features at the 
workshop
– We also expanded ML tutorials for EPlanet trip to 

Brazil and setup a dedicated server in UERJ
• Second Rootbook server in Latin America

Sergei V. Gleyzer              PH-SFT Meeting 17Dec. 14, 2015



Useful Ideas

New ideas/problems discussed/solved at 
DS’15

– Deep Learning applications in HEP

– Handling of negative event weights from MC 

• Not all algorithms are suitable (boosting)

– Use of Matrix Element Methods (MEM)s as 
input/combination to Deep learning

– Dark Knowledge

• Use of simpler ML architectures that learn from 
trained complex ones

– runtime, online, hardware, e.t.c.

Sergei V. Gleyzer              PH-SFT Meeting 18Dec. 14, 2015



LHC Machine Learning 

Working Group (IML) Update
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IML

IML: Inter-experimental LHC Machine-
Learning working group

– Exchange of HEP-ML expertise and 
experience among LHC experiments

– ML Forum for LHC-related development and 
discussions

– ML software development and maintenance

– Current and future ML R&D in HEP

– Exchange between HEP and ML communities

– Education (Tutorials)

Sergei V. Gleyzer              PH-SFT Meeting 20Dec. 14, 2015



IML

Following fruitful/positive discussion with 
management of the LHC experiments
• IML Working Group will become official Jan. 1, 2016

• Stay tuned for more details

• Website: http://iml.cern.ch
– Latest meeting Dec. 4

https://indico.cern.ch/event/463561/

– Next meeting in January

– Forum/Mailing-list
• https://groups.cern.ch/group/lhc-machinelearning-

wg/default.aspx
• Please join if you are interested in ML topics

Sergei V. Gleyzer              PH-SFT Meeting 21Dec. 14, 2015
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EPlanet Trip

Follow-up
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EPlanet Trip Follow-up

EPlanet trip to Brazil (see Lorenzo’s talk)

Mini-course in UERJ covered fundamentals 

of machine learning:

– Classification theory, practice, classic 

methods (decision trees, neural networks, 

regression), ensemble methods

– As well as advanced topics:

• Feature selection, deep learning, multi-objective 

regression
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IML Meeting Dec. 4
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EPlanet Trip Follow-up

Follow-up project (IML)

Using deep learning in connection with 
matrix element method analysis

– Yet unexplored and high-potential area identified 
at DS’15
• Andre Snajder (UERJ faculty)

• Sandro Fonseca  (UERJ faculty) + students/researchers

• Build upon existing experience in UERJ with MEMs 
and basic ML

• We will use this project to evaluate deep learning NN 
in TMVA and other tools
– Identify what needs to improve
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Summary

• Very successful Data Science at LHC 
workshop in November

• IML LHC Machine Learning WG actively 
expanding adding formal structure

• Very successful EPlanet Mini-Course with a 
special emphasis on Machine Learning 

• Started mutually beneficial follow-up projects 
in machine-learning in HEP between 
Brazilian researchers and us (via IML) 
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