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Introduction
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High-Luminosity LHC (~ 2024): 
• Luminosity of 5x1034 cm-2s-1,  operate up to 200 events/crossing 
•Maintain occupancy at ≈ 1% level and increase the resolution
➡ Pixel size ~ 25x100 μm2 or 50x50 μm2 (currently 100x150 μm2)

Outer tracker (R > 20 cm):
• 6 barrel layers and 5 endcap disks 

(with 2-strip and pixel-strip modules)
Inner tracker (20 cm > R > 4 cm):

• 4 barrel layers and 10 disks (with 
pixel modules, η up to 4)

2S

PS

pixel

Radiation tolerance for the 1th pixel layer after 3000 fb-1: 
•Φeq ≈ 2x1016 cm-2,  Dose ≈ 5 MGy

CMS Tracker baseline layout:

Pixel sensors (3D or thin planar) which can withstand these 
radiation fluence are needed
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Radiation damage
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Bulk damage (NIEL): 
• Point and cluster defects 
➡Increase of leakage current
➡Change of the space charge in the 

depletion region, increase of full 
depletion voltage

➡Charge trapping
Al

p-Bulk
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n+ n+
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passivation
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Air

Optimization of the sensor → simulations 

3.2. Defect formation

Fig. 7 shows a qualitative example of a final
constellation of di- and tri-vacancies. The total

numbers of the defects indicated in the plot should
not be compared with any NIEL scaling because
the statistical fluctuations are overwhelmingly
large. Also the depth of the projections should be
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Fig. 4. Spatial distribution of vacancies created by a 50 keV Si-ion in silicon. The inset shows the transverse projection of the same
event.
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Fig. 5. Initial distribution of vacancies produced by 10 MeV protons (left), 24 GeV=c protons (middle) and 1 MeV neutrons (right).
The plots are projections over 1 mm of depth ðzÞ and correspond to a fluence of 1014 cm#2:
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Simulations → device modeling (TCAD) 
                    + models for bulk & surf. damage 

Surface damage* (Ionizing Energy Loss):   
• ↑ Oxide charge & ↑ interface trap

 *  In this talk, not further discussed

The models for bulk & surf. damage  
have to be correct (independently)
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Defect modeling approach
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Radiation damage depends on 
• particle type, energy, annealing, silicon material + vendor (surface)

It is measured on 
• diodes (bulk damage)

- macroscopic (I-V, C-V,  Transient Current Technique)
- microscopic (Thermally Stimulated Current)

• special test structures (surface damage) 
- I-V, C/G-V and Thermally Dielectric Relaxation Current

Validation of combined model on segmented sensor

Options for bulk damage modeling:
• Multi-trap model based on microscopic 

measurements 

• Effective trap model tuned to macroscopic 
measurements e. g. Eremin 2-trap model
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Basics of effective 2-trap models I
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•  One acceptor (A) and one donor (D)
•  Energy levels fixed EA ED

EC-0.525 eV EV+ 0.48 eV

(Eremin et al, NIMA 476 2002)

2 trap model → 6 parameter 
1. Concentrations : NA , ND

2. Cross sections  : σAe , σAh , σDe , σDh 

Ec

Ev

Eg/2

trapping generation recombination

Traps obey Shockley-Read-Hall statistics:
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Basics of effective 2-trap models II
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 withr · ✏rV = �⇢eff1. Poisson:

with fD and fA the occupied fractions given by SRH

2. Continuity equations: @n
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TCAD allows solving of device equations together with traps

Trapping is included and the effective trapping rates are 
given by the expressions:

�e = ve[�
A
e NA(1� fA) + �D

e NDfD] ⇡ ve�
A
e NA

�h = vh[�
D
h ND(1� fD) + �A

h NAfA] ⇡ vh�
D
h ND

approx. if fA and fD negligible

with Rnet the net generation/recombination rate

Aim: 
• Simultaneous tuning of the 6 parameter to reproduce I-V, C-V and 

CCE with as simple as possible fluence dependence of parameters
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Existing bulk damage models
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Some available models: 
1. 2-trap proton model (R. Eber Phd 2013):  23 MeV proton, 10min@60°C, ≤1015 neq/cm

150 two-defect model

Table 11.2: Two-Defect model for neutron irradiation.

Parameter Donor Acceptor

Energy (eV) EV + 0.48 EC - 0.525
Concentration (cm-3) 1.395 cm-1 ⇥ F 1.55 cm-1 ⇥ F

�(e) (cm2) 1.2⇥ 10-14 1.2⇥ 10-14

�(h) (cm2) 1.2⇥ 10-14 1.2⇥ 10-14

Table 11.3: Two-Defect model for proton irradiation.

Parameter Donor Acceptor

Energy (eV) EV + 0.48 EC - 0.525
Concentration (cm-3) 5.598 cm-1 ⇥ F- 3.949 · 1014 1.189 cm-1 ⇥ F+ 6.454 · 1013

�(e) (cm2) 1.0⇥ 10-14 1.0⇥ 10-14

�(h) (cm2) 1.0⇥ 10-14 1.0⇥ 10-14

leading to a negative correction factor for the donor. This means, that the model can only be
applied after type inversion. This model is only valid above F = 1014 neqcm

-2.
As it turns out from the drift simulation, the cross sections for electrons and holes for the

effective defect levels are equal at � = 10-14 cm2.
The proton model in table 11.3 is established on measurement data taken at T = -20 �C and

thus only valid at this temperature. For the a temperature dependent model, see section 11.8.

2. 3-trap Perugia model (D. Passeri IEEE TNS 2006):  ≤1015 neq/cm2

3. 2-trap proton model (Delhi, G. Jain NIMA 2015): 23 MeV proton, model for Silvaco TCAD

Modeling of radiation damage effects in silicon detectors at high
fluences HL-LHC with Sentaurus TCAD

D. Passeri a,b,n, F. Moscatelli c,b, A. Morozzi a,b, G.M. Bilei b
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a b s t r a c t

In this work we propose the application of an enhanced radiation damage model based on the introduction of
deep level traps/recombination centers suitable for device level numerical simulation of silicon detectors at
very high fluences (e.g. 2:0! 1016 1 MeV equivalent neutrons/cm2). We present the comparison between
simulation results and experimental data for p-type substrate structures in different operating conditions
(temperature and biasing voltages) for fluences up to 2:2! 1016 neutrons/cm2. The good agreement between
simulation findings and experimental measurements fosters the application of this modeling scheme to the
optimization of the next silicon detectors to be used at HL-LHC.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

In the last few decades, extensive experimental and simulation
studies have been carried out to understand the mechanisms of
radiation damage in silicon sensors to be used in High-Energy
Physics experiments. In particular, we developed and validated a
TCAD model based on the introduction of three deep-level traps
able to reproduce the radiation damage macroscopic effects up to
fluences in the order of 1! 1015 neutrons/cm2 [1,2]. However, the
new fluences expected at the HL-LHC impose new challenges and
the extension of the model is not straightforward. New effects
have to be taken into account (e.g. avalanche multiplications and
capture cross-section dependencies on temperature and fluences),
at the same time keeping the solid physically based approach (e.g.
by using no extra fitting parameters). In this work we propose the
application of an enhanced radiation damage model still based on
the introduction of deep level traps/recombination centers suita-
ble for device level numerical simulation of silicon detectors at
very high fluences (e.g. 2:2! 1016 neutrons/cm2).

2. Simulation model and results

A comprehensive analysis of the variation of the charge collection
efficiency as a function of the fluence of a sample n-in-p strip has been
performed using the Synopsys Sentaurus TCAD device simulator. The

analysis is based on a past modeling scheme featuring three levels and
slightly increased introduction rate for the acceptor level closest to
mid-gap to cope with direct inter-defect charge exchange, which was
successfully adopted for the optimization of the silicon detectors
operating at LHC [2]. In order to extend the suitability of the model,
an additional e/h pair generation due to avalanche effect (impact
ionization) has been considered, while the bulk radiation induced
defects have been parametrized as reported in Tables 1 and 2.

The simulated active behavior of irradiated detectors has been
compared with experimental measurements extracted from the litera-
ture [3,4], showing a very good agreement when the proper models of
avalanche generation and the variations of capture cross-sections as a
function of the irradiation fluence are taken into account. In particular
in Fig. 1 the comparison between simulated and experimental charge
collection of a sample n-in-p strip detectors at 248 K is reported. If the
avalanche generation is not taken into account, a marked under-
estimation of the collected charge is obtained at high fluences. On
the other hand, a very good agreement along all the full expected range
of operation at HL-LHC has been obtained by considering the avalanche
generation (in particular the Van Overstraeten model) and the near
mid-gap acceptor cross-section variation as illustrated in Fig. 2.

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/nima

Nuclear Instruments and Methods in
Physics Research A

Table 1
Parameters for fluences up to 7! 1015 n/cm2.

Defect E (eV) σe ðcm#2Þ σn ðcm#2Þ η

Acceptor Ec#0:42 1:00! 10#15 1:00! 10#14 1.6
Acceptor Ec#0:46 7:00! 10#15 7:00! 10#14 0.9
Donor Evþ0:36 3:23! 10#13 3:23! 10#14 0.9

http://dx.doi.org/10.1016/j.nima.2015.08.039
0168-9002/& 2015 Elsevier B.V. All rights reserved.
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introduction rate) times the QF/fluence (ϕ) and carrier capture
cross-sections (se, sh) used for the bulk and surface damage,
respectively, in the simulations.

3. Simulation results

The electric field has been studied as a function of fluence for
different design options, to compare the radiation hardness. The
critical electric field is analyzed for different configurations and it

is found that the maximum electric field is at 0:9 μm below the
Si=SiO2 interface, near the implant curvature. Knowing the critical
electric field is important because the geometry parameters are
optimized looking at the operation stability against breakdown
caused by the critical electric field in the sensor. In Fig. 3, the
maximum electric field is plotted as a function of fluence for all the
8 designs both with and without metal overhang (MO). It is found
that of all the designs, p-stop normal configuration of pitch 25 μm
and p-spray wide configuration of pitch 50 μm, have the least
increase in electric field for increasing fluence. For these config-
urations, the effect of sensor thickness (d) and p-stop/p-spray

Fig. 1. Schematics of the pixel geometries with different configurations.

Fig. 2. Device simulation structure for p-stop isolation studies.

Table 1
Bulk and surface radiation damage trap model.

Damage Trap type Energy level
(eV)

Density
(cm!3)

se (cm!2) sh (cm!2)

Bulk Acceptor EC!0.51 4" ϕ 2:0" 10!14 2:6" 10!14

Bulk Donor EVþ0.48 3" ϕ 2:0" 10!14 2:0" 10!14

Surface Acceptor EC!0.60 0:6" QF 0:1" 10!14 0:1" 10!14

Surface Acceptor EC!0.39 0:4" QF 0:1" 10!14 0:1" 10!14

G. Jain et al. / Nuclear Instruments and Methods in Physics Research A ∎ (∎∎∎∎) ∎∎∎–∎∎∎2

Please cite this article as: G. Jain, et al., Nuclear Instruments & Methods in Physics Research A (2015), http://dx.doi.org/10.1016/j.
nima.2015.08.053i
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Where do we stand? 
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Why another bulk damage model? 
• The current bulk models are limited in fluence  (< 3·1015 neq/cm2)
• Do not include annealing effects 
• Are tuned to one specific material type & irradiation 

None of existing models matches 23 GeV p 3·1015 neq/cm2

80min@60°C

80min@60°C

data

dataEber

Eber

Perugia

PerugiaDelhi

Delhi

Examples: 
• HPK diode, p-type,  200 um thick, T = -20 °C
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Toward to a new model
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First attempts for new effective damage model: 
• Simulation of I-V and C-V of diodes for different fluences (HPK 

campaign) using the optimizer of  TCAD for the determination of the 6 
free parameters (≈ 3 min/sim.) i.e. minimize the relative deviation 
between the simulations and measurements over a large voltage range 
or more precise: Minimize 

F = w1

Z V
max

V
min

(1� Isim
Imes

)2 dV + w2

Z V
max

V
min

(1� Csim

Cmes
)2 dV

with  Isim simulated current,  Imes measured current
        Csim simulated capacitance, Cmes measured capacitance
        Vmin , Vmax min. and max of voltage range
        w1, w2 weighting factors
using for example an quasi-Newton methods.
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First optimization results

10

80min@60°C

80min@60°C

data

data
Eber

Eber

Perugia

Perugia
Delhi

Delhi

new

new

Good match of I-V & C-V simultaneously 
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TCT simulations (CCE)

11

Check with CCE vs voltage for IR (1063nm) laser

• Models from Eber and Delhi results in too low CCE 
• New fit gives too high CCE at low voltages  

Next step:   
• Possibly include forward I-V to get constrain on recombination
• Are 2-traps sufficient for a consistent description at high fluences?

new

data

Perugia

Delhi

CCE simulation takes too 
long to be included in 

optimization procedure 
180 min/sim

Eber
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Case: 23 GeV p  1·1015 neq/cm2

12

Delhi

Delhi

Delhi

Perugia

Perugia

Perugia

data

data

data

new

new

new

Eber

Eber

Eber

Disagreement smaller in the 
case of 1·1015 neq/cm2
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Forward I-V for 23 GeV p  3·1015 neq/cm2
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new

data

Perugia

Delhi

Eber

Forward I-V measurement compared to simulations

• Fit with I-V, C-V and forward I-V using the EVL 2-trap model 
doesn’t converge

Next steps to test: 
• Let the energy levels in the 2-trap model free (8 parameter)  
• 3-trap models (9 parameter or 12 parameter)

None of the models 
reproduce the measured 

forward I-V
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Diodes: Irradiation plan
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Data between 3e15 and 1.3e16 neq/cm2 for model building neededHPK_Irradiation-Plan.xls 9/21/15

irradiation done planned NO SAMPLES

R/cm

Φ/1e15 3 Large Small 6 Large Small 9 Large Small 13 Large Small

Epi100N
Epi100N_02_DiodeL_11 Epi100N_03_DiodeS_13 Epi100N_03_DiodeL_2 NO SAMPLES Epi100N_02_DiodeL_3 NO SAMPLES Epi100N_03_Diode_1 Epi100N_02_DiodeS_13

Epi100N_03_DiodeL_11 Epi100N_03_Diode_2 Epi100N_03_DiodeS_14

Epi100Y
Epi100Y_02_Diode_1 Epi100Y_02_DiodeS_15 Epi100Y_02_DiodeL_3 Epi100Y_03_DiodeS_13 Epi100Y_04_DiodeL_3 Epi100Y_05_DiodeS_15 Epi100Y_03_Diode_1 Epi100Y_03_DiodeS_15

Epi100Y_05_Diode_1 Epi100Y_03_Diode_2

FZ120N
FZ120N_05_Diode_2 NO SAMPLES FZ120N_05_DiodeL_9 NO SAMPLES FZ120N_07_Diode_1 FZ120N_05_DiodeS_16 FZ120N_06_Diode_1 FZ120N_06_DiodeS_16

FZ120Y
FZ120Y_07_DiodeL_2 FZ120Y_03_DiodeS_16 FZ120Y_07_DiodeL_3 FZ120Y_06_DiodeS_16 FZ120Y_07_DiodeL_8 FZ120Y_07_DiodeS_13 FZ120Y_07_DiodeL_9 FZ120Y_07_DiodeS_14

FTH200N
FTH200N_24_Diode_2 FTH200N_04_Diode_2 FTH200N_02_DiodeS_14 FTH200N_06_Diode_1 FTH200N_02_DiodeS_16 FTH200N_25_Diode_2 FTH200N_04_DiodeS_14

FTH200P
FTH200P_03_DiodeL_5 FTH200P_01_DiodeS_14 FTH200P_03_DiodeL_9 FTH200P_01_DiodeS_16

FTH200Y
FTH200Y_01_DiodeL_5 FTH200Y_02_DiodeS_16 NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES FTH200Y_01_Diode_1 FTH200Y_03_DiodeS_16

MCZ200N
MCZ200N_04_DiodeL_8 NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES MCZ200N_06_DiodeL_11 MCZ200N_06_DiodeS_14

MCZ200N_09_DiodeL_11

M200P
NO SAMPLES MCZ200P_01_DiodeL_8 MCZ200P_03_DiodeS_13 MCZ200P_02_DiodeL_8 MCZ200P_02_DiodeS_13

M200Y
MCZ200Y_04_Diode_2 MCZ200Y_03_DiodeS_13 NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES MCZ200Y_04_DiodeL_9 MCZ200Y_05_DiodeS_15

FZ200N
NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES NO SAMPLES

FZ200Y
FZ200Y_02_DiodeL_11 FZ200Y_03_DiodeS_13 FZ200Y_03_Diode_1 FZ200Y_04_DiodeS_13 FZ200Y_05_DiodeL_11 FZ200Y_05_DiodeS_13 FZ200Y_06_DiodeL_11 FZ200Y_06_DiodeS_13

FZ320N
FZ320N_07_DiodeL_3 FZ320N_01_DiodeS_16 FZ320N_07_DiodeL_5 FZ320N_07_DiodeS_13 NO SAMPLES FZ320N_07_DiodeS_14 NO SAMPLES FZ320N_07_DiodeS_16

FZ320Y
FZ320Y_05_DiodeL_9 FZ320Y_04_DiodeS_13 FZ320Y_05_DiodeL_11 FZ320Y_05_DiodeS_16 FZ320Y_06_DiodeL_8 FZ320Y_06_DiodeS_13 FZ320Y_06_DiodeL_9 FZ320Y_06_DiodeS_16

10 5

24GeV protons

Irradiation with 24 GeV/c p at the PS on the way
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Summary
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1. It was shown that the available bulk damage models do not 
reproduce the data for high fluences 

2.An attempt is made to develop a new model by fitting I-V and 
C-V measurements using the optimizer of TCAD

3. It seems that a 2-trap model is not able to describe I-V, C-V 
and CCE simultaneously 

4.Diode irradiations with fluences  3·1015 neq/cm2 , 6·1015 neq/
cm2 , 9·1015 neq/cm2 and 1.3·1015 neq/cm2   
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Backup
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11.7 charge collection efficiency 171

Charge Collection Efficiency of Diodes at T= -20°C
C
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Figure 11.24: Charge collection efficiency of FZ320N diodes at T = -20 �C and several fluences (proton
and neutron irradiation):
The CCE is simulated quite well, only at F = 1015 neqcm

-2 the measured CCE values are higher.
Data partly from [Poe13].

11.7 Charge Collection Efficiency

With respect to the sensor performance in a possible CMS Tracker upgrade scenario, charge
collection efficiency is one of the most interesting points. The simulation of charge collection
efficiency for diodes can give a hint on the collected charge in sensor, however, the different
geometry and the influence of oxide charges and strip couplings will give lower signal in
sensors.

In this section, the collected charge of diodes is simulated and compared to the experimental
results obtained with the picolaser setup. To determine the collected charge in diodes, signals
are generated with an infrared laser. In the simulation, the optical generation with an infrared
wavelength (1060 nm) is used. The optical absorption of infrared light in silicon is explained in
section 5.2.1 and the implementation in the simulation in section A.2.11.

The collected charge normalized to the charge collected by an un-irradiated FZ320N diode
can be seen in figure 11.24. Although the simulation is able to give the correct depletion voltage
for the un-irradiated diode, the collected charge generated with an infrared laser is too high
before full depletion.

The charge collection efficiency of diodes irradiated to 2.9 ⇥ 1014 neqcm
-2 and

4 ⇥ 1014 neqcm
-2 is taken from Poehlsen [Poe13]. For the irradiated diodes at

F = 1014 neqcm
-2 and 2.9 ⇥ 1014 neqcm

-2, the shape of the CCE matches very well be-
tween measurement and simulation. The neutron irradiated curves at 4⇥ 1014 neqcm

-2 and
5⇥1014 neqcm

-2 differ 10% at most between 300 V and 600 V, and 500 V and 800 V respectively.
They eventually reach the high voltage efficiency within less than 5% difference.

At the largest fluence however, F = 1015 neqcm
-2, the charge collected in the simulated

diodes seems to be 20% lower at high voltages. The depletion voltage cannot be the reason
for the deviation, since the difference in CCE remains at 20% even at 1000 V. A different de-
trapping of the defects at higher voltages and higer fluences or field dependent trapping may
possibly be the case, which is not considered in the simulation (see section 11.6). A deviation
from the desired fluence or a miscalibration of the laser intensity cannot be excluded. To
account for the higher CCE, �h(Don.) and �e(Acc.) can be changed to achieve a higher CCE,
carefully paying attention not to spoil the shape of the TCT pulse.


