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Antecedent

• 2007 First ALICE site in Latin America

@ICN-UNAM
32 Xeon 2.4GHz -32bits
1.5 GB memory/core

30 Mbps Internet2



Antecedent

• 2010 cluster upgrade

@ICN-UNAM
96 Xeon 2.4GHz -64bits
2 GB memory/core

60 Mbps Internet2



@ICN the resources are shared:
•ALICE
•AUGER
•EELA 
•BIOMED
•Local users 

– HAWC (since 2012)
– Several aplications: mathematica, maple, MPI code, 

gaussian, ...



Proposal
2011
Grid of the Americas workshop concluded with:
Proposal to install a Tier-1 for ALICE in México

A colaboration proyect between:
ICN-UNAM  and  UNAM - DGSCA (now DGTIC) / Supercomputing department
with ALICE-CERN support

Location:
Clusters room @ DGTIC-UNAM 
l Electricity
l Network conectivity
l UPS
l Cooling
l Technical support



Requirements

• 1K cores or HEPSPEC06 equivalent (~26500 HS06)
• 1 PB disk storage
• 1 PB tape storage (maybe 10PB for Run3)
• 1Gbps link (now 10 Gbps)

2 steps process:

1. Start a Tier-2
• Accumulate good metrics: availability & reliability
• Cover the requirements
2. Become Tier-1



July 2014
We joined to ALICE production as T2:
SUPERCOMPUTO-UNAM

November 2014  MoU signed:
CERN-UNAM



SUPERCOMPUTO-UNAM

 Cluster canek

 32 servers each one:
 16 cores with HT enabled =  32 cores -1
Total:
 992 cores Intel Xeon E5-2670v2 2.5 GHz
 4 GB memory / core
 2 HDD 1TB in stripe ( RAID 0 )
 1Gbps interfaces

  ~11456 HS06 (based on http://w3.hepix.org)



SUPERCOMPUTO-UNAM

 Storage
570 TB disk storage for ALICE with EOS

 1 redirector
 5 servers with 120TB c/u 
 File system: XFS / RAID 6
 10Gbps interfaces
 One of the firsts storages with EOS





SUPERCOMPUTO-UNAM
Aditional servers to support T2 operation:

ALICE VoBox 
CREAM - CE  with Torque / PBS
Cache WEB (squid) - Software  ALICE / CVMFS

Virtualization server:
• SE-DPM - Just for EGI monitoring
• SiteBDII
• APEL - Accounting

For internal services:
Server with NTP, Gateway, DHCP, DNSmasq



SUPERCOMPUTO-UNAM

Internal network
• Cluster switch with 40Gbps capability

– Nodes @ 1Gbps
– Storage @ 10Gbps

Campus network
• UNAM core network @ 10Gbps

Internet2 conectivity
• 1 Gbps link





EGI in LA for LHC





Plans next year

CPU
Ø Add CPU capacity > 26500 HS06

l Proposal to buy 32 servers with CPU E5-2680v3 

Disc storage

l Add 500 TB disk storage to current EOS
l Servers already at DGTIC we are waiting to be delivered for ALICE use

Network

l 10 Gbps link already recuested to authorities:

l Work in progress from UNAM<->National network backbone (CUDI)

l Looking for 1 to 10 Gbps link upgrade to Internet2

Tape storage

l Testing 8TB archive disks  to propose an alternative to tape storage system based on ZFS and 
EOS

l Waiting for the authorization of new personnel.


