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CWG4: data model
• Goals: 

• Define and coordinate the implementation of the data model: 
• data formats for FEE, time frames, control, monitoring… 

• Touches the topics of data layout/transport/storage mechanisms: 
• (de-)serialisation, merging etc. 

• Group meetings being restarted next week (december 1st at 14:00). 
• experts form DAQ, HLT, detectors and PWGs (so far). 
• Initially planned bi-weekly meetings.
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O2 data flow
• Low level data formats: 

• from FEE to CRU. 
• raw data + headers. 
• trigger information. 

• “On-line”, in-memory data formats: 
• between FLPs and EPNs. 
• event+trigger information, time 

frames, control, monitoring… 

• End user - persistent - formats: 
• (C)TF 
• AOD 
• QA
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Figure 1.1: Functional flow of the O2 computing system.

The data processing steps performed during data taking will keep the option open for subsequent calibra-
tions of the most critical parameters to protect the physics results in case of a software error or operational
mistake.

There will be substantial detector pile-up due to the anticipated collision rate of 50kHz in Pb–Pb and
200kHz in pp. The event identification will only be possible at the very end of the reconstruction by
associating the tracks and secondary vertices to a particular bunch crossing. At this point, the fully
reconstructed data will be stored at the experimental area ready for archiving.

The main role of the O2 system will be to perform detector calibration and data reconstruction concur-
rently with data taking. The integration of online and offline data processing will require a common O2

software framework and a common computing facility dedicated to both data collection and processing.
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End user formats
• AOD: 

• what to store there? 
• single events - as before, convenient access to single interactions 

• problems may arise with secondaries 
• all tracks from timeframe + reconstructed vertices + “default” association 

of tracks to interactions. 
• possible to emulate single event interface. 
• reassociation of tracks to interactions possible 
• re-reconstruction of V0’s etc. 

• discussion on the binary format needs to be continued. 
• Storage formats: 

• schema evolution/ versioning? 
• etc…
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End user formats
• Time frames: 

• test time frame: 
• input data for the development/testing of first reco/calibration 

prototypes. 
• maybe few scenarios: zero, small and full distortions. 
• at least ITS,TPC,TRD needed to exercise the distortion calibration. 

• when do we decide? 
• test time frame(s) 
• eventual CTFs. 

• Storage formats: 
• schema evolution/ versioning? 
• etc…
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Low level formats

• First discussions on the new raw data header format
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On-line formats and protocols
• ZeroMQ a candiate for the data transport. 

• handles (re-)connections, various routing topologies. 
• supports several protocols: tcp, ipc, inproc, pgm. 
• just a transport - no restrictions on the underlying payload format. 

• supports multi-part messages. 
• guarantees the delivery of all parts (or none) - in order.
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Time frame format

• The time frame on the FLP, first iteration (TDR). 
• Using ZMQ multi-part messaging foreseen from the start…
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transient data blocks in the FLP input buffer, including information about correlated events, as described
in Sec. 7.5.2. The Time Frame descriptor, behaving like a folder for a given FLP corresponding to a
unique frame ID, summarises all MDHs created transiently for a given Time Frame interval.
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Figure 7.9: The Time Frame descriptor assembled on FLPs. Top: schematic flow of data blocks (events) as sent by the FEE.
Bottom: The aggregation of individual data blocks into MDH headers.

According to the data flow approach, in a scenario where the MDH + MDB (+ MDT) are being scheduled
for asynchronous dispatching as soon as they are assembled, the full Time Frame descriptor can only be
aggregated after the end frame HBE and sent to the EPN as a trailer in the frame data stream. Note that
all absolute addresses used to navigate through transient data blocks while on the FLP become relative
addresses to the current frame stream offset and will eventually be reconverted to absolute addresses after
landing on the EPN.

7.5.4 FLP data aggregation

Figure 7.8 shows the format of the data coming into the FLPs as generated by the FEEs and while stored
inside the FLPs with the following considerations:

1. SDTs are always optional.

2. For continuous read-out detectors, if the single block is coming from a continuous read-out proce-
dure, then there will be exactly one single data block per event.

3. For triggered events, coming either from triggered detectors or from continuous read-out detectors
when these are triggered by the central trigger system, the expected event structure is one single
data block for each channel belonging to any of the detectors that have been triggered.

The data blocks are grouped by the FLPs in Time Frames. Each Time Frame is delimited by two HBEs (a
“Start HBE” event and an “End HBE” event) before being sent to one specific EPN. These two HBEs will
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Time frame format

• The time frame on the FLP, first iteration (TDR). 
• Using ZMQ multi-part messaging foreseen from the start…
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transient data blocks in the FLP input buffer, including information about correlated events, as described
in Sec. 7.5.2. The Time Frame descriptor, behaving like a folder for a given FLP corresponding to a
unique frame ID, summarises all MDHs created transiently for a given Time Frame interval.
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Figure 7.9: The Time Frame descriptor assembled on FLPs. Top: schematic flow of data blocks (events) as sent by the FEE.
Bottom: The aggregation of individual data blocks into MDH headers.

According to the data flow approach, in a scenario where the MDH + MDB (+ MDT) are being scheduled
for asynchronous dispatching as soon as they are assembled, the full Time Frame descriptor can only be
aggregated after the end frame HBE and sent to the EPN as a trailer in the frame data stream. Note that
all absolute addresses used to navigate through transient data blocks while on the FLP become relative
addresses to the current frame stream offset and will eventually be reconverted to absolute addresses after
landing on the EPN.

7.5.4 FLP data aggregation

Figure 7.8 shows the format of the data coming into the FLPs as generated by the FEEs and while stored
inside the FLPs with the following considerations:

1. SDTs are always optional.

2. For continuous read-out detectors, if the single block is coming from a continuous read-out proce-
dure, then there will be exactly one single data block per event.

3. For triggered events, coming either from triggered detectors or from continuous read-out detectors
when these are triggered by the central trigger system, the expected event structure is one single
data block for each channel belonging to any of the detectors that have been triggered.

The data blocks are grouped by the FLPs in Time Frames. Each Time Frame is delimited by two HBEs (a
“Start HBE” event and an “End HBE” event) before being sent to one specific EPN. These two HBEs will

• Intricate protocol with MDH, 
MDT 

• deals with lots of low level 
information and explicit 
memory layout.
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Time frame format - first try
• … we can take it a bit farther: 
• Leverage the multi part protocol also to the headers: 

• the message (a full (sub-)time frame) then is a collection of (header-
payload) pairs. 

• no need for MDH (nor the trailers) - the global event information is just 
another data block. 

• it becomes trivial to add/remove/re-tag data (zero-copy).
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On-line protocols - first try
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ROOTOBJ TPC payload

ROOTHIST HLT payload

DDLRAW TPC payload

CONFIG reset

Data type origin

• example header format: 
• data type+origin (char array) 
• equipment id (uint)

• monitoring/QA

• control/config/private 
data

• User decides what to do based on header info: 
• e.g. ROOTOBJ -> deserialize using ROOT
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On-line protocols - first try
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• Headers are easy to parse. 
• no need to look into the payload. 

• Easy to add additional information to the header. 
• no restrictions on header size/format - to be agreed. 

• Makes it trivial to embed control/monitoring in the data stream. 
• no need for additional sockets etc. 

• Proposal: use it for all communications via a framework abstraction. 

• This scheme is implemented in the HLT for run 2. 
• Based on the HLT experience from Run 1. 
• In aliroot: 

• ZMQ* standalone binaries - merger, proxy, viewer, etc. 
• AliZMQhelpers.h - a minimal C-like interface. 

• Can be used to interface to alfa development during run2?
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On-line data formats
• Proposed data scheme does not impose any payload format 

• Formats can be mixed. e.g: 
• ROOT objects for monitoring. 
• Flat structures for timeframe data. 

• data format for the time frames/ compressed time frames needs to be 
discussed. 
• strong preference towards a zero-copy approach 

• data stays in transport buffers, we just access it. 
• Flat structures a la HLT AliFlatESD ? 
• completely flat buffers? (structs of arrays?)
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Summary
• Input wanted. 
• the meeting schedule will be circulated on the CWG4 mailing list. 
• some first steps made, need to make strides…
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O2 data flow
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Figure 5.1: Data flow and processing pipeline of the O2 system.
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Low level formats

• First discussions on low level data organization.
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