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Outline

* FTK upgrade
— HW, SW, integration status

 TDAQ Phase-1 upgrade
— L1Calo
— L1Muon and MUCTPI
— Felix
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Physics motivations examples 1/2

Efficiently trigger with low thresholds at 3x LHC design instantaneous luminosity

Online No TGC EIL4 +
pt > 20GeV Change ( TGCFIor NSW)
3x10%* cm—2s~1 + Tile Cal.
+ low field mask
Rate [kHz] Rate [kHz]
Run 2 (pre NSW) 28
Run 3 (post NSW) o1 ? 13
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Physics motivations examples 1/2

Efficiently trigger with low thresholds at 3x LHC design instantaneous luminosity

Online
pr > 20GeV
3x10%* cm—2s~1

TGC EIL4 +

( TGCFI or NSW)
+ Tile Cal.

+ low field mask

Rate [kHz] Rate [kHz]

Run 2 (pre NSW)
Run 3 (post NSW)

"
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Physics motivations examples 1/2

Efficiently trigger with low thresholds at 3x LHC design instantaneous luminosity

Online No TGC EIL4 +
pt > 20GeV Change ( TGCFIor NSW)
3x10%* cm—2s~1 + Tile Cal.
+ low field mask
Rate [kHz] Rate [kHz]
Run 2 (pre NSW) 28
Run3(post NSW) | OF R 33

acceptance gain for H— bb
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Physics motivations examples 1/2

Efficiently trigger with low thresholds at 3x LHC design instantaneous luminosity

Online No TGC EIL4 +
pt > 20GeV Change ( TGCFIor NSW)
3x10%* cm—2s~1 + Tile Cal.
+ low field mask
Rate [kHz] Rate [kHz]
Run 2 (pre NSW) 28
Run3(post NSW) | OF R 33

Event Efficiency

acceptance gain for H— bb

ATLAS Prellmlnary—
Simulation
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rate [Hz]

Physics motivations examples 1/2

FTK performance ATL-COM-DAQ-2014-011
* Exploit extensive FTK tracking for HLT

Displaced
Tracks

e Tau identification and Jet/MET pileup correction

* Primary vertex reconstruction for pileup resilient algos

. . . . . . S d
e Can improve efficiency for multi-b jet signals e erted

— 3x improvements for ~fixed rate Jet /7 b-quark jet
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rate [Hz]

Physics motivations examples 2/2

FTK performance ATL-COM-DAQ-2014-011

* Exploit extensive FTK tracking for HLT
* Tau identification and Jet/MET pileup correction
* Primary vertex reconstruction for pileup resilient algos
 Canimprove efficiency for multi-b jet signals
— 3x improvements for ~fixed rate
00—
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FTK Main Algorithms

Custom pixel clustering

algorithm on FPGAs The data is geometrically distributed to

the processing units and compared to
[ TT—= existing track patterns.

|
|

|
[ ]

AM Pattern matching 8
layers: 3 pixels +

5 micro-strips.

Hits compared at
reduced resolution.

_/

Full hits precision retrieved
for good roads.

Good 8-layer tracks are extrapolated to

additional layers, improving track p; = C.-x. + qg. Fits reduced to scalar
quality ! j v J L products.
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~8000 ASICs (65nm)
~2000 FPGAs

System Components

DF-DF
conn.

SSB-SSB




FTK HW production status
for barrel only mu=40

Red: expected dates, blue: actual dates

# to be Prod. 15t brd All prd. Prod. Prod. @
produced* | Started | @ CERN | delivered |tested | cern

IM S6
IM A7
DF

AUX
AMO6
LAMB
AMB
SSB
FLIC

v 14
v Apr
v Jan

v Feb

v Aug

Mar 16
Mar'16
v Aug

N/A

80/80
80/80
36/36

20/140 *
1k/8k+sp. *
80/560 *
20/140 *
10/37 *
3/3

v Jan
v/ Sep
v Mar

v Mar*
v Jul*

Mar "16*
Mar “16*

v Nov*
v May

Apr 20
Nov 19
Jul 9

Aug 7
N/A
Jun 16
Jun 16
Mar 16
Dec 15

Mar 1
Nov 26
Aug 31

Dec

Jan ‘16
May 16
May 16
May 16
Nov 12

100%
12%
100%

Dec
Mar‘16
Jul 16
Jul 16
Jul 16
Dec 7

Oct 15
Dec 15

Oct 8
32/36

Dec
N/A
Jul 16
Jul 16
Jul 16
Dec 15

* Production will happen in steps: barrel only u=40 (indicated by *),
full coverage u=40, more processing power for u>40

Dec 1, 2015

Feb 16
Feb 16
Feb 16

Feb "16
N/A

Jul '16
Jul 16
Jul "16
Feb "16
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AMOG6 chip

AMO6 chip is a ~160mm? 65nm ASIC (400M transistors)

— Large area version of AMChip05 (3k patterns - 128k
patterns)

Test stand developed, fully-equipped test sites at LPNHE Paris,
INFN Milano and INFN Frascati

Issues appeared with first AMO06 packaged devices

— Discussion on going with IMEC to understand the
situation

— Should have packaged chips in about 3 weeks
Design was submitted for fabrication in June

— Accumulated delay is quite disappointing
Current activity:

— exercise test system with AMO5 on the adapter for AM06
pinout

— clean-up of firmware and development of more automated
scripts for quick tests

Integration tests use AMOS5 chip

Dec 1, 2015 A. Annovi - LHCC 12



FTK schedule

e Steps A-3rd use a combination of production & prototypes boards

* Blue=done, * in progress now Success
oriented
B O S ) e
Included in Done
passthrough TDAQ
Included in
ES ES *
“ 32 8 1 1 05 1 1 TDAQ Next step
Included in
m 128 32 16 1 05 1 2 TDAQ 3/2016
m 128 32 16 16 06 8 T e 7/2016
(mu=40)
128 32 32 32 06 8 o Fulldetector — .,.,5.6
(mu=40)
128 32 128 128 06 32 2 TDR Specs 2018./ )
Lumi driven

Goals: integration within ATLAS during winter shutdown
fully commission the system before AMO6 are installed

Dec 1, 2015 A. Annovi - LHCC 13



Integration in the lab

* Integration in TDAQ lab in bld4
(lab4)

* At least 1 board of each kind
available for chain testing

* Demonstrating:

— Board-to-board continuous, error
free data flow, including proper
synchronization, busy, freeze
handling

— Bit-level accuracy of test-vector
processing

— Integration of monitoring information

e Test vectors derived from
simulation at PU 40, 60, 80 with
nominal system & 2016
configuration

Board Processing

* Activities will continue : :
throughout early 2016 Link Integrahoi




Example usage of Lab 4 test stand

e Controlled environment lets us test FW limits in
interaction between two boards

DF+IM PROCESSING SPEED
UNDER VARYING CONDITIONS

IM event Rate(kHz) Vs. Number Words/Evt

150 MHz FW; 40 Modules/evt
150 MHz FW; 1 Modules/evt
125 MHz FW; 40 Modules/evt
125 MHz FW; 1 Modules/evt

400

300

200

100

Event processing rate (kHz)

0 100 200 300 400 500

Number of words/evt
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Integration and data flow test at USA15

ReadOut
System

Ll ) — e S

IM/DF =ity
(front) 3 \

Raw Hit data

* Pixel/SCT and IBL processing tests (4 IMs + 1 DF)
* SCT -2 IM > DF = AUX = ROS (achieved last week)
32 IMs and 8 DFs (1 ATCA shelf) installation in progress
e Commissioning IM-DF well advanced

* DF—DF interconnection to follow

Clustered data from each PU

Dec 1, 2015 A. Annovi - LHCC 16



Online and offline software

Online SW:

*  Control & Configuration implemented in runControl as
boards become ready for integration.

*  FTK monitoring being developed: status registers are
published, SpyBuffer contents analyzed and published.
Monitoring system growing as more HW is deployed.

Offline SW:
*  Finalizing 2016 FTK configuration and FTK training

*  Studying effect of beam movement. FTK to be reconfigured
for beam jumps > 400um 2500

*  Emulation of billion fold HW parallelism in a single transform
fully integrated with prodsys2

* Significant code speed up >

*  Proof of principle of fast simulation, truth seed tracking with
FTK track quality

* HLT interface for FTK tracks available, trigger chains being
built

*  Simulation strategy: combine full & fast emulation

HepSpec Usage during Event loop (Full bank, PU 60)

Hmm FTKRoadFinderAlgo
I FTKTrackFitterAlgo
2000 |+ ienened] | [ even s - FT‘KMergerAlgo

EEm Other

-
7]
=3
=)

CPU (HS06 sec)

=
=)
=3
=)

wu
=]
=]

2 % 2o Yo 2 PSR

& & £ 78 af 1 F J@"#
*  Automatic validation in preparation o & & T o8 7Y
& S S L ~ Q
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Infroduction

. ) Layer 3
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LAr Phase-l Readout Architecture

( N\
Front-End Board s N
ROD
DSP
Ped Et
S Sub Netap FIR
—rT
;:: Et _J\
. Netap FIR
e :I'm —— Output DAO
S — fibers Pec Et
Sub N-tap FIR
Ped Et
Sub N-tap FIR
New Timing
Layer Sum Trigger
Boards Control Rx
\_ J
[LSB]
W,
‘ f
Controller Board Thnikng Trigger Cantrol X i TTC Partition Master
_ lFb(ed Laterty (~3.0us max)
= e B
f Tower Builder Board [TBB]
o)
2 PZ+Dly
3 Trigger Tower Sum ~ -
g | L. el DI e, Receiver
m o S(t-T;) oS>
Possible implementation
AnxA$=0.025x0.1 1st and >
2nd layer EM L ) ~
AnxA¢=0.1x0.1 elsewhere Level-1 Calorimeter Trigger|
LAr Trigger Digitizer Board (LTDB) ) System
z (" Digital Processing System (DPS)
CLK Fanout g g S! - ~
!\J l - ORx PGA ) —
Ped Et Timing
Sub N-tap FIR - Trigger
ﬂ j Control Rx
!\J Ped Et
Optical Receive Sub N-tap FIR
‘ ] ] Deserializer Feature
#’ gl (W Extractor
vvvvvvvvvvvvvvv ul N-tap Fl
1 | [FEX]
e r DRAM
= [\f Monitoring 480Gbps/module gl IR S
; R Sub N-tap FIR L )

= New elements are highlighted in RED



Exploit finer granularity calorimetric information to control rates at run3 pileup

LAr Calorimeter

Tile Calorimeter

Dec 1, 2015

New L1Calo trigger

*Muon signals omitted for clarity

\
L1 calo e/,Y, T To?s
ECAL supercells Electron _
— Feature [2]0 L1Topo L1ICTP[—
a O—| Extractor |Z |2 [T} -
NN
0.1x0.1 Jets, t, TE; E;miss
A x 0.
Optical (n6¢) | Jet Feature =) I To DAQ ~;R°'t
Plant Extractor 3 8‘\\ ’/—;
: 0.2x0.2 Large-R Jets
“m¢ | Global ]| <
Q' Feature A
Extractor 1
'\\
0.2x0.2 Jets, SE; E;miss
2 x0.
Hit
ECAL To DAQ Counts
(analogue)
HCAL
(analogue)
To RODs
FEX Test
k g Module

*New hardware @ Phase-l in Yyellow

orange
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L1Calo: FTM and JFEX

«  provides multi-Gb/s data for Fex testing Fex Test Module -> FTM
. 2 assembled FTMs delivered [y— -

. many components mounted with wrong orientation
—  Corrective actions taken by assembly company

d FTM-0:

—  Some components damaged

—  Partial features successfully tested
. FTM-1 re-worked by assembly company
. Firmware development

—  basic control interface commissioned

— work on Gigabit links underway

ooooo

jet Feature EXtractor -> jJFEX

. 7-10 jFEX modules identify jet and t signatures
. Profiting from eFEX & L1ITOPO experience
. Modular design (FPGA+mPOD) 4-fold symmetry
—  control on the mezzanine
. Layout ongoing
—  manufacture mid-Q1 2016
. Firmware in development

— 12C, IPBus, monitoring...
— (alot common to L1Topo)

. - Integration test at CERN Q2 2016

Dec 1, 2015 A. Annovi - LHCC 21



L1Calo: em Feature EXtractor -> eFEX

(identifies events with e/y/t signature; 24 modules covering |n|<2.5)

. The eFEX in numbers
— 3189 Components (5x Virtex 7)
— 4 clock domains
— 3942 nets (424 multi-Gb/s pairs)
— 13,142 connections
— ~350W/module
. Post-layout simulation & optimisation completed
. Sent to manufacture in July 2015
. PCB batch 1 failed

—  plating voids due to oven failure

— investigating use for power circuit
. PCB batch 2 failed

—  plating voids in micro-vias

—  design OK

* copper balance, track density & stack-up

—  process to be adjusted: copper-fill vias (as per FTM)
. Batch 3 in manufacture

— assembled eFEX expected in January
. Firmware T e

—  basic control firmware complete R

—  test engine for link-speed tests in development
* complete by mid-December

eFEX PCB

Simulation results from
HyperLynx Tor typical track,
Dec 1, 2015 A. Annovi - LHCC attenuation vs. frequer?@y
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L1Calo: global Feature EXtractor -> gFEX

(identify large area jets and global event variables
1 module for the whole calorimeter )

Prototype 1a tested
— Power, clock, Zynqg
— MGTs: 80 x 12.8 Gb/s: BER <1.2 x 101>

Prototype 1b

— Re-work (clock, DDR3 & PHY)
* 4 PCBS received, 1 assembled
* Testing underway

Prototype 2: Full prototype
— Design changes

*  4xV7 - 3xUltrascale (XCVU160)
*  FELIX readout

— 50% Routing completed
* manufacture end of 2015

Firmware
— control
— test engines } ~Done
— algorithmic
— GBT & TTC interfaces

- -

W e
L E b |

.
mm=

a |
sie-inde bt b I
ST

RS

gFEX Prototype 1b

A. Annovi - LHCC
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IBERT eye for

pFPGA->Fibre->pFPGA
@ 12.8 Gb/s




L1Calo input/output

<— VME backplane

VME Ctrl, Config & Monit T R E X

TREX: pre-processor to FEXes |
= ==

— PDR held on 31st July

— first draft of schematics complete = conron L
— schedule: manufacture Q1 2016 nic [ B - = = o
FOX: fiber optic plants FOX demonstrator
— demonstrator manufactured e .
— LAr/TileFOX Demonstrator ooy e
ct ‘connector —?

— e/j/gFOX Demonstrator
* Includes splitting and fanout

Hub: ATCA
— layout and routing advanced
— assembled modules expected early January. HUB
— control firmware in development

ROD (hub mezzanine)
— 6 PCBs manufactured
— 1t module partially assembled under test

—  Fully assembled module expected mid-
December

— Firmware to test major interfaces in
development

* Link-speed firmware to be done

|E|§“

b b
-

ROD

Dec 1, 2015
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LAr—L1Calo Link-Speed Tests

LAr—L1Calo Link-speed is not yet defined: options: 6.4 Gb/s, 9.6

Gb/s, 11.2 Gb/s
— impact on signal bandwidth, mapping & quality of information

Limited experience of multi-Gb/s PCBs of complexity of eFEX &
JFEX
— test prototypes before making final commitment

LAr—L1Calo Link-speed tests scheduled for January— March

2016
— A first step in on going LAr — L1Calo test plan
— LAr—gFEX

— LAr — eFEX (eFEX proxy for jFEX)
* JFEX will be tested later in 2016

Dec 1, 2015 A. Annovi - LHCC
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L1Muon upgrades

,—: TO MUCTPI

@ Barrel trigger SL-MUCTPI Interface Board
* Datarate < 6.4 Gb/s.
* =<4 muon trigger candidates per trigger sector per BC

NEW SECTOR LOGIC TO MUCTPI °

eyl Design of 1st prototype underway

— Complete ~Q1 2016
| New Endcap Sector Logic (process NSW data)
‘ ﬂ * 12 optical I/O SFP+<>FPGA GTX

*  Optical G-link inputs from TGCs

*  Prototype manufactured
* AllIO tested & working well: GTX up to 10 Gb/s

RPC DATA

9U VME64x 12 layers PCB

Topo CcTP Topo

Sector - Sector
Logic - Logic
T Pl 11
Processor : 4; MUCTPI
Sector o Sectr * interface with new Endcap sector logic, NSW
ogic 7 ogic . . . .
a2 * full-granularity muon trigger Rol information to
* Only trigger and readout data L L | 2| to po
path diagram R
 emmoam ety Topo DAQ LVL2 Topo *  PDR 9% December, 2015
interface not shown (S-LINK) ..
B o R ——> Multi-gigabit serial electrical . 1st prototype anhupated Q3’16

=—p Parallel electrical (low latency)

Dec 1, 2015 A. Annovi - LHCC 26



FELIX

- Interfaces several serial readout links '\

to a high bandwidth industry
standard network technology

— Route logical data flows to/from

different off-detector endpoints d0ble R
o FELIX |S already needed |n Phase I Routing map:
GBT id, E-link id, tri
— LA, L1Calo, NSW ~—_ \ = Pasarport
«— <«
BUSY F BUSY FELIX BUSY FELIX
. N x GBT links
per FELIX
[ T JHTD @szesea
GBT GBT E-links per function, GBT
é éé’g per FE board 5 é&%ﬁ LL_NSW_ofidet_V5
TTC _)[TT
| 2-4 ports
—_— > 1 0GRE
links
Data
Optical Links
TTC FELIX
Dec 1, 2015 A. Annovi - LHCC 27

event

FE
config

sample
monitor

calib-
ration

CANbus

TTC

event

COTS network switch

routes data by

readout

event
readout

IIROD"

IPaddr:port = logical stream



* FLX-709 candidate FELIX card

* PCle board, <48 channels

e Original use in LTDB (LAr Trigger Digitizer Board)
e Xilinx Kintex Ultrascale FPGA

e TTC decoder onboard

* Under development, available beginning 2016

< D SYSV A ____«"
LR LR ERE T

Mini-FELI

J

/l/)///J <;

* Mini-FELIX COTS demonstrator using:
* Xilinx VC-709 eval card (Virtex-7)
e TTC over FMC card
* Q1/2016 integrate mini-FELIX within
detectors test beds
* FDR Spring 2016
-—H,{!' - P —

xxxxxx

TTCHx |
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Summary

FTK upgrade

— Some delay accumulated w. r. t. a very aggressive schedule
— Expecting AMOG6 ready for tests very soon

— Most HW is in production or will be soon

— Now integrating first components in USA15

TDAQ upgrade

— L1Calo most modules have reached/reaching hardware
prototypes
* some manufacturing problems, monitoring closely

— L1Muon and MUCTPI prototyping in progress
— Mini-FELIX demonstrator being integrated

Will enable ATLAS to efficiently trigger under run 3
conditions



Thanks for your attention



