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Running jobs per user
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Data processing in 2015

e MC—-96 cycles — usual number of productions
—1,952,334,979 events
— p-p, p-Pb, Pb-p, some Pb-Pb, some G4

* RAW —reprocessed Runl data

Production

LHC10g_pass4

LHC10f_pass4

LHC10e_pass4

LHC10d_pass4

LHC10c_pass4

LHC10b_pass4

Description

LHC period LHC10g - Full production pass 4,

ALIROOT-5311

LHC period LHC10f - Full production pass 4,
ALIROOT-5311

LHC period LHC10e - Full production pass 4,

ALIROOT-5311

LHC period LHC10d - Full production pass 4,

ALIROOT-5311

LHC period LHC10c - Full production pass 4,

ALIROOT-5311

LHC period LHC10b - Full production pass 4,

ALIROOT-5311

Status Run Range

Completed 135941 - 136193

Completed 133005 - 134304

Completed 127712 - 130850

Completed 122372 - 126437

Completed 118503 - 121040

Completed 114751 - 117222

Runs

10

26

166

107

91

83

Chunks Size

5,158 13.17TB

32,502 85.787TB

108,038 2824 TB

66,827 174.6TB

37,843 98.47 TB

10,526 25.63 1B

680.1

260,894

Chunks

5,080

32,374

106,107

65,566

37,715

10,455

257,297

Size Events

1'0$§. 18,997,194
8.696

TE5. 106,533,766
30.47

TE5. 314,214,914

19'33 11% 245,147,842
16.16

1p 16% 162,461,274
2.854

1nH1% 47,475,443

79.2 TB 894,830,433
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Run 2 progress

Total size of the files
5.355 PE
5.122FB
4,883 FB
4657 FB
4.424PB
4151 FB
3.932FE
2.725FB
2.43Z2FB
2.26FB
3.027 PB
2.794FB
2561 PB

2.328FB

Total size of the files

2.035FB
122 FPE

1E2FPE
5.2 PB RAW

[ )

11c4FB
9537 TB
7153 TB
4Te.ETE

2384 TB

0B

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Mow
2015

| aldaqgw0l-daq03.cern.ch a aIdaqngQ—danS.cem.ch|

* Registered data volume in 2015 — equal to the sum of 2010-
2013



pp Vs =13 TeV
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e At highest interaction rates, events with pileup comparable to Pb+Pb collisions
e TPC tracking code was modified to be able to correct for large distortions caused by the
space charge build-up




Test on 400 KHz interaction rate

Entries  6643] |Entries 10542

Tracks with iTSreflt and BGTDF_O
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clusters per track

* New calibration step required to take these (time dependent) distortions
* Comparing standard reconstruction with reconstruction using new correction:
e |ITS Matching rate for triggered BC increases by ~60%

N TPC clusters per track also increases



Pb-Pb at Vs, =5 TeV

* Initial track seeding in the presence of distortions required to open the cuts in track
search leading to increased memory usage
=> Request for temporary large memory queues on T1 sites




Memory consumption

Tests on the worst LHC11h data chunk
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Last results obtained with modified code

* We remain under 2 GB/job limit for reconstruction



CPU performance

Tests on the same LHC11h data chunk

NEW (59 s/ev: 1.6 TPC clusters +574 recn)

Wall Time, s

100% frlends
PbPb LHC1 '| 110001 5792["}23 36

G T T | T T T T | T T T T | T T T T | T T T T | T T T
0 50 100 150 200 250
Event

e @Gain of ¥20% as by-product of memory optimization and optimization of TPC code
e Unfortunately this gains were quickly lost due to increased complexity of events in
Run 2



Status of Pb-Pb processing

Total size of the files

e Data takin
5 700 TB of RAW in one week

— Smooth operation
— 40% of the data is

replicated to T1s

1111111

* Processing
[ sldaqgwo1-dago3.cern.ch a aldangwo2-daqo3cern.ch]
— Fast cycle for Muon analysis and calorimeter calibration

— Full offline calibration cycle for global processing
— Special selection of runs for first physics

Description Status Run Range Runs Chunks Size Chunks Size Events
i _ ) ) . 304.8 5.524
LHC period LHC150 - Muon+Calorimeters reconstruction pass 1 Running 244917 - 245497 40 422,960 T8 419,132 T8 94,707,948
i _ i . 17.43 6.481
LHC period LHC150 - Full production pass 1 Running 244918 - 245145 2 18,641 T8 18,591 T8 37% 4,948,932
LHC period LHC150 - CPass1 (reconstruction) for pass 1 Runnming 244917 - 245496 30 265,690 248TB 208,255 78% 9[]66.3. 1,658,381
LHC period LHC150 - CPass0 (reconstruction) for pass 1 Running 244917 - 245497 39 405,135 3797TB 353,225 B7% 1 2?;. 12,582,106
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Follow-up to O2 TDR

Expected disk space evolution (TO+T1s+T2s+02)
350

* 6-Oct: Meeting convened by

300 S

. . + 15% / year (TO,T1)
the DRC with the 4 experiments - B el B
+02
to understand the global B0 _
To bg discussed
requirements 150 | crsg M CSRE
Scrutinized z
. . t
e 16-Oct: Meeting of ALICE (with 1 =%

50 S

IT and the WLCG

0 _

2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027
* Conclusions
— Clarified projected evolution of resources at CERN
— 0?2 architecture compatible with the WLCG.
— Bandwidth need from P2 to the Tier O will need to be increased.

* precise costing is being established.

— Bandwidth needs to the Grid will also increase and the requests
to the Tier 1’s will be done in the near future.



First O2 milestones

Software design

v

Dataflow and data
model design

2016

CWG2 - WBS 8 O CWG9
CWG3-WBS 10,11 O CWG10

CWG5 - WBS 18 O CWG12

-WBS 15
- WBS 16
-WBS 17
CWG4 - WBS 12 O CWG11 -

- WBS 19,20

WBS 12

CWG6 - WBS 14 O CWG13 -
CWG7 - WBS 13
Distributed Choiceof |
Deployment development tools,
System procedures, licensing
prototype | | policy |
DDS Software process Test Time F[a”?e
lease implementation made by overlaying
¢ events
[ I I I I




Dynamical Deployment System (DSS)

[ ) . :

DDS worker

package

- ssh
-r slurm
-I' MEsos

5 SR
DDS protocol

DDS worker
package

Current stable release - DDS v1.0 (2015-11-20, http://dds.gsi.de/download.html)
Home site: http://dds.gsi.de

User’s Manual: http://dds.gsi.de/documentation.html
DDS now provides pluggable mechanism for external schedulers

18/09/15 13



Software Lifecycle

tarballs
source code test results
Build Deploy
and test and publish
Git-based Integration builds CVMFS, RPM, Ubuntu

Agile lifecycle: from code to published builds quickly, with automated
tests

Philosophy: automatize as much as possible, trivialize human
intervention

Obijective for O2: refreshing aging infrastructure and paradigm
Setup the infrastructure for running builds and tests: done
Basic tools to build+publish current software and O2: done
Visualization interface for the tests: In progress
Automatic test and flagging of Pull Requests for O2: In progress

Basic infrastructure is ready way ahead of time: as of Sep 9, old system



Software Tools and Procedures

ALICE
O? Report
Computing Working Group 11
Software lifecycle

Evaluation of Git hosting platforms

version 1.0

Dario Berzano', Giulio Eulisse”, Barthélémy von Haller®, Peter Hristov®
*CERN, Geneva, Switzerland

Nov 10, 2015

Abstract
The ALICE O? project will be adopting an agile software lifecycle
model like all modern software projects. This model is characterized
by moving from the proposed source code to a release, and integrating
possible patches very quickly: software releases are supposed to Fil
happen frequently and quickly as opposed to legacy models favoring
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Each siyle point has a summary for which additional information is avaiable by toggling the accompanying arraw bution
that looks this way: B . You may toggle all summaries with the big arrow button:

> Toggle all summaries

’ Toggle all extra details

The #define Guard  Forward Declarations  Inling Functions Names and Order of Includes

Using ions and directi Unnamed r Namespace aliases ~ std namespace

long-living releases. Namespace
Software lifecycle from code integration to build deployments 1s Scoping

composed of several steps, each one of them being error prone and

potentially difficult to accomplish. For this reason, we plan to reduce Classes

user interaction to the minimum: most operations will be performed

automatically, and human interventions are trivialized. Others

We have chosen Git[1] as version control system. Git itself is very
powerful and as such it requires an appropriate workflow to be

implemented on top for using it proficiently. The GitHub hosting 'F;maml\ons 0
e Hules

platform[2] has popularized the pull requests model and a web
interface standard, also adopted by other platforms, notably
GitLab[3]. The web interface is the place where most of the user
interaction with the workflow oceurs.

In this report we compare GitHub and GitLab in relation to our
agile model: finally, we illustrate our final recommendation for the 0*
project

Nonmember and Global Functions Local Variables ~Variables Initialization Brace Initialization ~Global Variables ~ Global variables initialization
Static Variables in functions

Initialization ~ Virtual functions in constructors and destructors  Explicit Constructors ~ Copy (and Move) De\egatin%:nd inheriting constructors
it nirol

Ir Multiple Inheri Interfaces  Operator Overloading  Access
Exceptions Use ofconst Use of constexpr  Smart Pointers  Magic numbers  Preprocessor Macros i Function
Run-Time Type Information (RTTI) Casting riable-Length An ind all Increment and Decrement operators

Loops and Switch Statements  Integer Types  Portability 0 and nullptr  sizeof auto
Existing Non-conformant Code

Common license agreed: GPL v3 for ALICE O2 and LGPL v3 for ALFA



Summary

Data processing in 2015 follows usual pattern
— All requests have been fulfilled
— Number of tasks in the pipeline is manageable

— MC is, as usual, the main resources user (70%), followed by
user tasks (22%) and RAW (8%)

Resources and infrastructure is able to cope with the
production load

— Computing resources are stable and growing

Unexpectedly large distortions in TPC at high
interaction rate required an extra calibration step and
additional software development

— Now under control including memory per job

Work on O2 has started following the plan presented in
the TDR



