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Items of the day

‣ Status of computing & software 

‣ Recent and future events 

‣ Paths for the future
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2015 data taking
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LHC in 2015 … after 2 years of technical stop
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Collected data
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2016 : 10+ x 2015 2016 : 3+ x 2015



ATLAS activities on the grid
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ATLAS activities on the grid in 2015
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MC Simulation

MC Reconstruction

User Analysis

200k

Number of used cores

Reprocessing
Group Production

Record level of activity 
Thanks to new 

production and data 
management systems 

and WLCG sites!

250k slots
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‣ Global network activity increased over 
year 

‣ Last months :  

- ~100 Gb/s bandwidth occupancy 

- 20M files transferred per week 

‣ Xrootd : 12%

Data Transfers
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Transfer by origin & destination
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Transfers by destination Transfers by origin
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Transfer matrix (data volume)

10

D
es

tin
at

io
n 

Ti
er

 C
at

eg
or

y

0

1

2

3

Origin Tier Category

0 1 2 3

28%

22%

15%

15%7%

5%

3%

2% 1%

1%1%

0%

0%

0% 0%

0%



Data management
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Rucio at work
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5 PB
40M files
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Disk Space Usage
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Tier 1s Tier 2s

35PB 40PB

Secondary copies = Buffers
(can be deleted)

25PB

Tier 1s still ~full

20PB

Still some difficulties to efficiently 
use T2 disk space

Data with tape 
replica set as 
secondary



Eric Lançon

Tape usage : lifetime model in practice
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Derivation Framework
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‣ New analysis model for Run 2: group data 
format DxAOD made using a train model  

‣ Production of 84 DxAOD species by 19 
trains on the grid 

- 24h after data reconstruction at Tier-0 

- Working! 

- Vital for quick turn around and robustness of 
analyses 

‣ 2015 ATLAS results based on DxAODs!

Derivation framework
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James Catmore

The original idea 2

PB

TB

TB

TB

TB

TB

TB

MB-GB

Full output of 
reconstruction, 

~PB size
One format

Intermediate 
analysis format 

~TB size
~100 formats

Final n-tuple 
~MB-GB size ~1000 formats

• All analyses tend to reduce the full output of reconstruction to an intermediate format
• Calibrations and common object selections are often applied as they are made
• They generally need to contain all variables needed for calculating systematics
• In Run-I they were created by users from AOD or large D3PDs
• The Analysis Model Study Group (AMSG) recommended that in Run 2 they should be produced 

centrally using common software
➡ AMSG Task Force 2 was formed to bring this idea into reality 

Thibault Guillemin

A few remarksTrain configuration

� S

Red: only run in MC

- Combinations essentially done 
according to groups; two cross 
groups trains for CPU-intensive jet 
computations
- Flexible system: rearrangements 
(dropping a carriage for instance) do 
not require a new cache.
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xAOD DxAOD n-tuple
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Task durations for data derivations

40% of the tasks complete after 24h 
70% of the tasks complete after 48h 
~6 days turnaround after end of run

- 48h calibration loop after end of run 
- 36-48h for Tier-0 reconstruction 
- 3-4h for Tier-0 AOD merging
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Event Overlaps in Derivations
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No derivations overlapping > 70% so no need on merging of any derivations

Data	
  runs	
  from	
  run	
  276731
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Derivation framework load on the grid
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16M finished jobs

5K



Tier 0
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‣ Tier 0 farm used for grid processing 
when no data processing activity 

‣ Tier 0 ressources saturating end of 
2015 pp period for high LHC 
luminosity/efficiency 

- Backlog of reconstruction jobs 

‣ 2016 Tier 0 resources : 

- Increase by ~10%, might not be enough 

- ATLAS share : 30%  CERN Tier 0 

- Investigating ATLAS needs for 2016.

Activity at the Tier 0
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Sep. 1st Oct. 1st Nov. 1st

15K
Tier 0

Grid

60K
Backlog of reconstruction jobs
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‣ Fill / Fill alignment of tracking devices on Tier 0 

‣ Distorsion of IBL because of an increase of the 
power consumption of the IBL modules, which 
is correlated with the increasing integrated 
luminosity per LHC fill

More workloads on Tier 0

22
(a)

(b)

Figure 3: (a) Full package of the IBL staves with the central ring simulated by the 3D FEA representing the dis-
tortion. The size of the distortion is magnified for visualization. The color represents the relative size of the local
displacement. The temperature is set at �T = �60 K uniformly from the nominal temperature. The distortion
is magnified by factor 20. (b) Visualization of the distorted stave with magnified distortion size. The size of the
distortion is magnified for visualization. The color represents the magnitude of the displacement. The right bottom
graph shows the relative displacement size in local-x direction (xL) as a function of the global z-position at the face
plate surface of the stave.
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‣ Bulk reconstruction on Tier 1s has been 
experienced and validated 

- Technically challenging (delays, Data Quality 
run at Tier 0, other activities at Tier 1s, …) 

‣ Might be used in case of Tier 0 
saturation during 2015 Heavy Ion run 

‣ Not foreseen as standard procedure for 
2016 data taking

Tier 0 spill-over to Tier 1s
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CPU utilisation
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CPU usage

25 Non Tier 1 & Tier 2 sites : ~7% extra CPU

Consumption continues to be above pledges at T1s and T2s
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‣ Used during LHC technical 
stops in second part of 2015 

‣ Might be used in 2016 during 
machine development periods 
or unscheduled LHC stops  if no 
data taking ongoing 

Usage of HLT farm
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LHC technical stops
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Past events

‣ ATLAS software long term 
planning document 

- In circulation within ATLAS 
since July 2015 

- A reference document for 
evolutions in ATLAS software & 
computing 

‣ Software workshop in 
Berkeley (mid. November) 

- ~50 people from ATLAS, CMS, 
LHCb, ROOT, … 

- Foundation of AthenaMT the 
Athena Multi-Threaded 
framework based on GaudiHive
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Coming events

‣ ADC workshop in Sitges (Dec. 2-4) 

‣ Yearly jamboree with WLCG sites supporting ATLAS (Jan. 27-29)
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Major ATLAS upgrades for Run 4
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Upcoming Major Design Decisions

Possible addition
of RPC/sMDTs in
inner muon barrel
 - decision not 
   driven by further 
   physics studies

Possible addition of
high-precision
timing detector

Possible replacement 
of FCal with sFCal

Layout of
ITk including
possible extension

up to h~4

Most decisions
scheduled for
first half of
2016

© B. Petersen
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Major ATLAS upgrades for Run 4
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Upcoming Major Design Decisions

Possible addition
of RPC/sMDTs in
inner muon barrel
 - decision not 
   driven by further 
   physics studies

Possible addition of
high-precision
timing detector

Possible replacement 
of FCal with sFCal

Layout of
ITk including
possible extension

up to h~4

Most decisions
scheduled for
first half of
2016

A	lot	to	do	in	2016	

ATLAS	Upgrade	Plenary	--	2015/11/20	

•  SimulaHon	to	support	many	design	decisions:	

•  Possible	ECFA	workshop	at	the	end	of	2016	
–  Format	to	be	decided	
–  Full	simulaHon	of	events	with	a	Phase-2	detector	
–  Study	the	impact	of	different	shapes	of	the	luminous	region	

•  Require	flexibility	within	the	soLware	
–  Together	with	the	robustness	needed	to	use	prodsys	(deploy	releases,	

define	scripts,	use	AthenaMP,	…)	

Many CPU intensive studies to be performed 
in the next 2 years!

2017 request will be reevaluated for March 2016 RRB
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Possible evolutions of computing model
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(Too) many storage and computing end-points
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Available storage at Tier 2 sites
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Available storage at Tier 2 sites
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More efficient to have larger and fewer storage end-points 
2 possible categories : ’Cache based’ & ‘large’ Tier 2s

Some Tier 2s are already larger than some Tier 1s
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Possible storage evolution

‣ Sizeable (TBD) regional centres 

- True federations 

- One storage entry point by centre 

- National & trans-national regional centres to match the scale 

- Technical solution to be worked out within WLCG 

‣ Cache based (TBD) sites for those not part of a regional center 
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Possible Topological evolutions (Beg. Run3 timescale)

‣ Data centres typology 

- Several T1s seen as one 

- T1 +  nearby T2s 

- Aggregation of several T2s 

‣ CPUs :  

- use of cloud technology 

- Network ! + remote access 

- ‘Cache based’ T2s : limited 
buffering storage for CPU based 
sites 

‣ Storage : concentration 

- Data centres & distributed 
storages 

- Fewer end points (both for T1s & 
T2s)
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Summary
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‣2015 data have been processed, distributed and analysed 
without major issue !!!

‣Software for Run 3 and beyond under development 

‣Evolution of grid sites typology / topology within WLCG 
framework

‣Sizeable computing resources will be needed for TDRs for 
ATLAS upgrades


