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NBD in O+Cu central collisions at AGS vs Δη 
central collisions defined by zero spectators (ZDC)�

Correlations due to to B-E don’t vanish	

NBD-p+p discoveryUA5 PLB 160, 193,199 (1985); 167, 476 (1986) 	

E802 PRC 52, 2663 (1995)	

Poisson, no correlation	
Negative Binomial 	
correlation= 1/k	

k(δη) ~ (δη /ξ )2

(δη /ξ −1+ e−δη/ξ )

The rapidity correlation length  
ξ = 0.2 for O+Cu is  from B-E.	

 E802, PRC56(1977) 1544	



BEAM Energy Scan�
Search for Critical Endpoint in 
Nuclear Matter Phase diagram�

Helped by Lattice QCD �
�
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A Beam Energy Scan at RHIC 

• A cartoon of the 
phase diagram of 
QCD matter with 
indications of the 
regions that are        
to be explored by a  
Beam Energy Scan   
at RHIC 

 
– Approximately  

equal sized steps  
on the PB axis 
 

– Probe QCD matter 
above and below the 
line demarking the 
(assumed) first order 
phase transition  



STAR Preliminary 

Zimanyi-Dec 2015	 M. J. Tannenbaum 5	

Hot off the presses-LBL Press release June 24,2011 
Higher Moments of Net-Proton Distributions	

•  1st moment: mean = µ=<x>	
•  2nd cumulant: variance κ2= σ2=<(x-µ)2>	
•  3rd cumulant: κ3= μ3=<(x-µ)3>	

•  3rd standardized cumulant: skewness = 
S= κ3/κ2

3/2=<(x- µ)3>/σ3	

•  4th cumulant: κ4= <(x-µ)4>-3κ2
2	

•  4th standardized cumulant: kurtosis = 
κ=κ4 /κ2

2={<(x- µ)4>/σ4} -3	
•  Calculate moments from the event-by-

event net proton distribution.	
! Have similar plots for net-charge and net-

kaon distributions.	

MJT-If you know the distribution, you know all the moments, but statistical 
mechanics and Lattice QCD use Taylor expansions, hence moments/cumulants	



Statistical Mechanics uses derivatives of 
the free energy to find susceptibilities	
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" Theoretical analyses tend to be made in terms of a Taylor expansion 
of the free energy F=-T ln Z around the critical temperature Tc where 
Z is the partition function or sum over states, Z≈ exp –[(E-ΣiμiQi)/kT] 
and μi chemical potentials associated with conserved charges Qi 	
	
" The terms of the Taylor expansion are called susceptibilities or χ(m) 
which are proportional to the correlation length, e.g. χ(3 )~ξ6, χ(4 )~ξ8  	
	
" The only connection of this method to mathematical statistics is that 
the Cumulant generating function is also a Taylor expansion of the ln 
of an exponential:	



If you measure the distribution, then you 
know all the cumulants 	
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Thanks to Gary Westfall of STAR in a paper presented at Erice-International School of 
Nuclear Physics 2012, I found out that the cumulants of the difference of  samples from two 
such distributions P(n-m) where P+(n) and P-(m) are both Poisson, Binomial or NBD with 
Cumulants κj

+ and κj
- respectively is the same as if they were statistically independent, so long 

as they are not 100% correlated. I call this the NBD Cumulant Theorem	

κ j =κ j
+ + (−1) jκ j

−



 STAR publications 2014	
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Sσ clearly favors NBD, not Poisson (!).         
No non- monotonic behavior in Sσ or κσ2      
but κσ2=-1.5 at √sNN =20 can’t be ruled out 	

κσ2=-1.5 at √sNN =20 can be ruled out 	
κσ2 changes for √sNN ≤20 GeV but 
antiprotons become negligible <0.1 p	



New PHENIX central cumulant ratios vs √sNN	
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Note that the ``data’’ " calculations from the ΔNch=N+ - N- distributions agree 
with the NBD fits to the N+ and N- distribution and the NBD Cumulant Theorem.	
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PHENIX and STAR comparison!!!	
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The key difference of the PHENIX and STAR results is that the error on all 
corrected cumulant ratios is 20-30% for PHENIX while for STAR the error on e.g. 
Sσ is ~ 50%, on ĸσ2 is >100% but <1% for σ2/μ!!! (which turns out to be important)	
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BNL Lattice QCD group 
predictions for cumulant 
ratios κ3/κ1=R31 and   
κ1/κ2=R12 vs Tf and μB 
at freezout (when QGP 
hadronizes) 
PoS(CPOD2014)005. 
PRL 109 (2012) 192302	

Zimanyi-Dec 2015	
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STAR  measurement of 
R31=             has such a huge 
error that the central could 
go anywhere in the dashed 
region, while R12 has such a 
small error that it is con-
strained to the region of the 
horizontal line by the 
assumption 140<Tf<150MeV 
PRL 113 (2014) 052301	
PHENIX      measurement 
with comparable errors on 
R31 and R12 enables both Tf 
and μB to be determined from 
the Lattice QCD calculations:	
Pos(CPOD2014)005	

κ3 /κ1

Zimanyi-Dec 2015	



STAR’s opinion of PHASE diagram 2014	
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3 Jim Thomas 

A Beam Energy Scan at RHIC 

• A cartoon of the 
phase diagram of 
QCD matter with 
indications of the 
regions that are        
to be explored by a  
Beam Energy Scan   
at RHIC 

 
– Approximately  

equal sized steps  
on the PB axis 
 

– Probe QCD matter 
above and below the 
line demarking the 
(assumed) first order 
phase transition  
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cluster, which is closely related to ET and also to MpT
, the event-by-event average

pT of charged particles, is shown in Fig. 10b 38. The non-random fluctuation is
measured by comparison to a random baseline from mixed events. MpT

is defined:

MpT
= pT =

1

n

n
∑

i=1

pTi
=

1

n
ETc , (14)

where ETc is the analog of ET for charged particles. PHENIX 39 has shown that
the non-random MpT

fluctuations are of the order of 1%. This places severely small
limits on the critical fluctuations expected for a first order phase transition but is
consistent with the lattice QCD prediction of a smooth crossover at RHIC energies
(Fig. 1b).

5.3. Particle abundances, thermal/chemical equilibrium

As shown in Fig. 8b, the ⟨pT ⟩ of π±, K±, p, p̄, at RHIC, increases smoothly from
peripheral to central Au+Au collisions, and as in pp collisions increases with in-
creasing mass as would be expected for a thermal distribution (Eq. 15):

d2σ

dpLpT dpT
=

d2σ

dpLmT dmT
=

1

eE/T ± 1
∼ e−E/T . (15)

Since E = mT cosh y, a signal of thermal production is that the pT and mass depen-
dence of the cross section are not independent but depend only on the transverse
mass mT . Thus, the inverse-slope of the mT distribution at mid-rapidity should
represent the temperature. However, the mT -scaling property of thermal distribu-
tions is not exactly exhibited by the data (see Fig. 11a). The inverse slopes increase
linearly with rest mass, by a larger amount with increasing centrality, which is ev-
idence for collective motion (‘radial flow’) and is seen in RHI collisions at AGS 41,
SPS 42 and RHIC 5,6,7,8 energies. Particles (or partons) which travel with a trans-
verse flow velocity βT acquire kinetic energy in addition to the thermal energy so
that the inverse slope should increase linearly with the rest mass, T → T0 +γT m0,
as illustrated by the lines on Fig. 11a. The effect is primarily at low pT where the
slope flattens with increasing centrality as illustrated in Fig. 11b.

The semi-inclusive ratios of different particle abundances also vary smoothly
as a function of centrality in Au+Au collisions at RHIC (see Fig. 12a) with a
considerably larger increase in K± production than p, p̄ production relative to π±.
However the p/π+ and p̄/π− ratios as a function of pT (Fig. 12b) show a dramatic
increase as a function of centrality at RHIC 40 which was totally unexpected and
is still not fully understood (see below). The ratios of particle abundances (which
are dominated by low pT particles) for central Au+Au collisions at RHIC, even
for strange and multi-strange particles, are well described (Fig. 13a) by fits to a
thermal distribution,

d2σ

dpLpT dpT
∼ e−(E−µ)/T →

p̄

p
=

e−(E+µB)/T

e−(E−µB)/T
= e−(2µB)/T , (16)

T=160 MeV	
μB=300 MeV 
√sNN~27 GeV	

p
p
≈ 0.02

Actually this plot 
has wrong μB scale	
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NEW: Experiment +Theory=Physical Quantity	
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in agreement with a previous measurement [31], but pro-224

vide a more precise determination of the higher cumulant225

ratios, verified by the NBD method of correcting for ef-226

ficiency, which is simple and analytical for all cumulant227

ratios with the standard binomial correction [26]. The228

Sσ3/µ values in Fig. 3(d) remain constant at all collision229

energies within the uncertainties and are well described230

by the NBD expectation. From the energy dependence of231

µ/σ2, Sσ, κσ2 and Sσ3/µ any obvious non-monotonic be-232

havior is not observed. This conclusion is consistent with233

a separate net-proton study [32]. Although both previous234

measurements by STAR [31, 32] use the pseudo-rapidity235

range |η| ≤ 0.5, compared to the present measurement236

spanning |η| ≤ 0.35, both measurements are expected to237

be valid for comparison to Lattice QCD predictions, be-238

cause no specification of the valid acceptance range has239

been discussed in the literature, where the presentation of240

the theoretical results as ratios of cumulants is postulated241

to cancel the volume effects. The efficiency corrected re-242

sults for the cumulant ratios µ/σ2, Sσ and κσ2 remain243

the same within statistics whether each single arm of the244

PHENIX central spectrometer (aperture δφ = π/2) or245

both arms (aperture δφ = π) are used. This is a clear246

verification of the insensitivity of measured cumulant ra-247

tios to volume effects.
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FIG. 4: (Color online). The energy dependence of the
chemical freeze-out parameter µB . The dashed line is the
parametrization given in Ref. [35] and the other experimental
data are from Ref. [35] and references therein.

248

The precise measurement of both µ/σ2 and Sσ can bet-249

ter constrain the uncertainties in the extraction of freeze-250

out parameters unlike a previous calculation in Ref. [33],251

which uses net-charge measurements from Ref. [31] to252

calculate µB but could not calculate the Tf because of253

larger uncertainties in net-charge Sσ3/µ measurement.254

Hence, Tf has been calculated using net-proton measure-255

ment from Ref. [32]. In the present study, we have used256

net-charge measurement to extract both µB and Tf . The257

TABLE I: Freeze-out Tf and µB vs.
√
s
NN

in the range
27 ≤ √

s
NN

≤ 200 GeV from this work compared to µB val-
ues from Ref. [33], which used STAR cumulant measurements
from Ref. [31] with the assumption that 140 MeV ≤ Tf ≤ 150
MeV.
√
s
NN

(GeV) Tf (MeV) µB (MeV) µB (MeV) (Ref.[33])

27 164± 6 181± 21 136± 13.8

39 158± 5 114± 13 101± 10

62.4 163± 5 71± 8 66.6± 7.9

200 163± 8 27± 5 22.8± 2.6

comparison of Sσ3/µ for different
√
s
NN

with the lattice258

calculations (Fig. 3(b) in Ref. [14]) enables us to extract259

the chemical freeze-out temperature (Tf ). Furthermore,260

µB can be extracted by comparing the measured µ/σ2 ra-261

tios with the lattice calculations of R12 = µ/σ2 (Fig.3(a)262

in Ref. [14]). The extracted Tf and µB values are listed263

in Table I. The detailed freeze-out parameter extraction264

procedure is given in Ref. [33, 34]. This is a direct com-265

bination of experimental data and lattice calculations to266

extract physical quantities. The
√
s
NN

dependence of267

µB shown in Fig. 4 is in agreement with the thermal-268

statistical analysis model of identified particle yields [35].269

In summary, fluctuations of net-charge distributions270

have been studied using higher cumulants (µ, σ, S and271

κ) for |η| < 0.35 with the PHENIX experiment in Au+Au272

collisions ranging from
√
s
NN

= 7.7 to 200 GeV. The ra-273

tios of cumulants (µ/σ2, Sσ, κσ2 and Sσ3/µ) have been274

derived from the individual cumulants of the distribu-275

tions studied as a function of ⟨Npart⟩ and
√
s
NN

. The276

µ/σ2 and Sσ values decrease with increasing collision277

energy and are weakly dependent on centrality, whereas278

κσ2 and Sσ3/µ values remain constant over all collision279

energies within uncertainties. The efficiency corrected280

values from the NBD expectation reproduce the exper-281

imental data. These data are in agreement with a pre-282

vious measurement [31], but provide more precise deter-283

mination of the higher cumulant ratios Sσ and κσ2. In284

the present study we do not observe any significant non-285

monotonic behavior of µ/σ2, Sσ, κσ2 and Sσ3/µ as a286

function of collision energies. Comparison of the present287

measurements together with the lattice calculations en-288

ables us to extract the freeze-out temperature Tf and289

baryon chemical potential (µB) at various collision ener-290

gies. The extracted µB values are in excellent agreement291

with the thermal-statistical analysis model [35].292

[1] M. A. Stephanov, K. Rajagopal and E. V. Shuryak, Phys.293

Rev. Lett. 81, 4816 (1998) [hep-ph/9806219].294

[2] M. G. Alford, K. Rajagopal and F. Wilczek, Phys. Lett.295

B 422, 247 (1998) [hep-ph/9711395].296

[3] M. A. Stephanov, Phys. Rev. Lett. 76, 4472 (1996) [hep-297

Experimental result on net-charge cumulants + Lattice QCD calculation 
gives both freezeout Tf +Baryon Chemical Potential μB without particle 
identification!! I think this is a first and it also agrees with the best 
accepted calculations from baryon/anti-baryon ratios, PRC73(2006)034905	
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PHENIX Tf μB from net-ch measurement  cf. 
Calculation  using STAR net-ch and net-p data	

√sNN 
(GeV) �

Tf�
 (MeV) �

μB�
 (MeV) �

μB
�

 (MeV)** �

27 � 164 ± 6 � 181 ± 21 � 136 ± 13.8 �

39 � 158  ± 5 � 114 ± 13 � 101 ± 10 �

62.4 � 163 ± 5 � 71 ± 8 � 66.6 ± 7.9 �

200 � 163 ± 8 � 27 ± 5 � 22.8 ± 2.6 �
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**S. Borsanyi et al., Phys. Rev. Lett. 113, 052301 (2014) 
used Tf =145 ± 5 MeV from STAR net-proton data 
averaged over above 4 √sNN,  μB from STAR net-charge R12 	



PHENIX and STAR comparison!!!	
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The key difference of the PHENIX and STAR results is that the error on all 
corrected cumulant ratios is 20-30% for PHENIX while for STAR the error on e.g. 
Sσ is ~ 50%, on ĸσ2 is >100% but <1% for σ2/μ!!! WHY?	
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     Why are STAR errors on R31 so large?             
It must be that statistical errors and efficiency 

corrections are a BIG issue in these 
measurements even though the correction is 
simply Binomial; and analytical for NBD N+ 
and N- distributions (k unchanged,  μt=μ/p 
where p is the efficiency). So use the NBD 

“integer value Levy process” cumulant theorem:  
Tarnowsky, Westfall PLB 724 (2013) 51                                   

Barndorff-Nielsen,Pollard,Shephard                                                  
http://www.economics.ox.ac.uk/materials/papers/4382/paper490.pdf �

�
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κ j =κ j
+ + (−1) jκ j

−



From PHENIX net-charge fluctuations	
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having a transverse momentum (pT ) between 0.3 and 2.0118

GeV/c are selected for this analysis. The Ring Imaging119

Cherenkov detector (RICH) is used to reduce the electron120

background resulting from conversion photons. To fur-121

ther reduce the background, selected tracks are required122

to lie within a 2.5σ matching window between track pro-123

jections and PC3 hits, and a 3σ matching window for the124

EMCal.125
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FIG. 1: (Color online). Panel (a) and (b) shows the uncor-
rected net-charge (∆Nch) distributions, within |η| ≤ 0.35 for
different energies, from Au+Au collisions for central (0-5)%
and peripheral (55-60)% centrality, respectively. Panels (c)-
(f) show the efficiency corrected cumulants of net-charge dis-
tributions as a function of ⟨Npart⟩ from Au+Au collisions at
different collision energies. Systematic uncertainties on mo-
ments are shown for central (0-5)% collisions.

Figure 1 (panel (a) and (b)) shows ∆Nch distributions126

in Au+Au collisions, for central (0-5)% and peripheral127

(55-60)% collisions at different collision energies. These128

∆Nch distributions are not corrected for reconstruction129

efficiency. The centrality classes associated with the av-130

erage number of participants (⟨Npart⟩) are defined for131

each 5% centrality bin. These classes are determined us-132

ing a Monte-Carlo simulation based on Glauber model133

calculations with the BBC, RXNP and EMCal detector134

response taken into account [22, 23].135

The ∆Nch distributions are characterized by cumu-136

lants and related quantities such as µ, σ, S and κ, which137

are calculated from the distributions. The statistical un-138

certainties for the cumulants are calculated using the139

Bootstrap method [24]. Corrections are then made for140

the reconstruction efficiency, which is estimated for each141

centrality and energy using the HIJING 1.37 event gen-142

erator [25] and then processed through a GEANT sim-143

ulation with the PHENIX detector setup. For all col-144

lision energies, the average efficiency for detecting the145

particles within the acceptance varies between 65-72%146

and 76-85% for central (0-5)% and peripheral (55-60)%147

events, respectively with 4-5% variation as a function148

of energy. The efficiency correction applied to the cu-149

mulants is based on a binomial probability distribution150

for the reconstruction efficiency [26]. The efficiency cor-151

rected µ, σ, S and κ as a function of ⟨Npart⟩ are shown152

in the lower panels (c-f) of Fig. 1.153

The µ and σ for net-charge distributions increase with154

increasing ⟨Npart⟩, while S and κ decrease with increas-155

ing ⟨Npart⟩ for all collision energies. At a given ⟨Npart⟩156

value, µ, S and κ of net-charge distributions decrease157

with increasing collision energy. However, the width (σ)158

of net-charge distributions increases with increasing col-159

lision energy indicating the increase of fluctuations in the160

system at higher
√
s
NN

.161
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FIG. 2: (Color online). ⟨Npart⟩ dependence of efficiency cor-
rected (a) µ/σ2, (b) Sσ, (c) κσ2 and (d) Sσ3/µ of net-charge
distributions for Au+Au collisions at different collision ener-
gies. Statistical errors are shown along with the data points
while systematic uncertainties are shown for (0-5)% collisions.

The systematic uncertainties are estimated by: (1)162

varying the Zvertex cut to less than ±10 cm; (2) varying163

the matching parameters of PC3 hits and EMCal clus-164

ters with the projected tracks to study the effect of back-165

ground tracks originating from secondary interactions or166

from ghost tracks; (3) varying the centrality bin width in167

order to study non-dynamical contributions to the net-168

charge fluctuations due to the finite width of the central-169

ity bins [27–29]; (4) varying the lower pT cut. The total170

systematic uncertainties estimated for various cumulants171

for all energies are: 10-24% for µ, 5-10% for σ, 25-30%172

for S, and 12-19% for κ. The systematic uncertainties173
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GeV/c are selected for this analysis. The Ring Imaging119

Cherenkov detector (RICH) is used to reduce the electron120

background resulting from conversion photons. To fur-121

ther reduce the background, selected tracks are required122

to lie within a 2.5σ matching window between track pro-123

jections and PC3 hits, and a 3σ matching window for the124

EMCal.125
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FIG. 1: (Color online). Panel (a) and (b) shows the uncor-
rected net-charge (∆Nch) distributions, within |η| ≤ 0.35 for
different energies, from Au+Au collisions for central (0-5)%
and peripheral (55-60)% centrality, respectively. Panels (c)-
(f) show the efficiency corrected cumulants of net-charge dis-
tributions as a function of ⟨Npart⟩ from Au+Au collisions at
different collision energies. Systematic uncertainties on mo-
ments are shown for central (0-5)% collisions.

Figure 1 (panel (a) and (b)) shows ∆Nch distributions126

in Au+Au collisions, for central (0-5)% and peripheral127

(55-60)% collisions at different collision energies. These128

∆Nch distributions are not corrected for reconstruction129

efficiency. The centrality classes associated with the av-130

erage number of participants (⟨Npart⟩) are defined for131

each 5% centrality bin. These classes are determined us-132

ing a Monte-Carlo simulation based on Glauber model133

calculations with the BBC, RXNP and EMCal detector134

response taken into account [22, 23].135

The ∆Nch distributions are characterized by cumu-136

lants and related quantities such as µ, σ, S and κ, which137

are calculated from the distributions. The statistical un-138

certainties for the cumulants are calculated using the139

Bootstrap method [24]. Corrections are then made for140

the reconstruction efficiency, which is estimated for each141

centrality and energy using the HIJING 1.37 event gen-142

erator [25] and then processed through a GEANT sim-143

ulation with the PHENIX detector setup. For all col-144

lision energies, the average efficiency for detecting the145

particles within the acceptance varies between 65-72%146

and 76-85% for central (0-5)% and peripheral (55-60)%147

events, respectively with 4-5% variation as a function148

of energy. The efficiency correction applied to the cu-149

mulants is based on a binomial probability distribution150

for the reconstruction efficiency [26]. The efficiency cor-151

rected µ, σ, S and κ as a function of ⟨Npart⟩ are shown152

in the lower panels (c-f) of Fig. 1.153

The µ and σ for net-charge distributions increase with154

increasing ⟨Npart⟩, while S and κ decrease with increas-155

ing ⟨Npart⟩ for all collision energies. At a given ⟨Npart⟩156

value, µ, S and κ of net-charge distributions decrease157

with increasing collision energy. However, the width (σ)158

of net-charge distributions increases with increasing col-159

lision energy indicating the increase of fluctuations in the160

system at higher
√
s
NN
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FIG. 2: (Color online). ⟨Npart⟩ dependence of efficiency cor-
rected (a) µ/σ2, (b) Sσ, (c) κσ2 and (d) Sσ3/µ of net-charge
distributions for Au+Au collisions at different collision ener-
gies. Statistical errors are shown along with the data points
while systematic uncertainties are shown for (0-5)% collisions.

The systematic uncertainties are estimated by: (1)162

varying the Zvertex cut to less than ±10 cm; (2) varying163

the matching parameters of PC3 hits and EMCal clus-164

ters with the projected tracks to study the effect of back-165

ground tracks originating from secondary interactions or166

from ghost tracks; (3) varying the centrality bin width in167

order to study non-dynamical contributions to the net-168

charge fluctuations due to the finite width of the central-169

ity bins [27–29]; (4) varying the lower pT cut. The total170

systematic uncertainties estimated for various cumulants171

for all energies are: 10-24% for µ, 5-10% for σ, 25-30%172

for S, and 12-19% for κ. The systematic uncertainties173

ΔNch=N+ - N-  distribution in |η|<0.35, δφ=π, 0.3<pT<2.0 GeV/c 
Not corrected for detection efficiency ε≈0.70 in acceptance	

The raw moments of the uncorrected distributions can be easily calculated  
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Statistical errors--the complications begin	
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Next correction---Efficiency�
A certain random fraction of the tracks that fall on the 
acceptance are not detected because of inefficiency---a 

clearly random, thus binomial effect. This is further 
complicated if the N+ and N- measurements have different 

efficiencies.	
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If a population n is distributed as NBD(μt, k) and then divided randomly 
into 2 subpopulations with probabilities p and q=1-p, then the 
distribution on p is NBD (pμt, k) and on q is NBD (qμt, k) 

	

Long Range Correlations: Binomial Split of NBD �
Carruthers and Shih PLB 165 (1985)209  	

So if you measure μ=pμt with effieicncy p the true value is μt=μ/p	



Bzdak-Koch standard Binomial efficiency 
correction PRC 86 (2012) 044904 �
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Here you can see the nice subtraction of the lower order moments; but new quantities, 
double Factorial Moments are introduced and very difficult to compute P(13+, 11-)=? 
so you need to know both N+ and N- distributions and their correlations. The Fik can be 
calculated from the data by making a 3d Lego plot with base axes N+ and N- and height 
P(N+, N-) which costs statistical error but other methods, e.g Monte Carlo, are used. 	

N = N+ + N−

Fik =
N1=i

∞

∑ P(N1,N2 )
N1!

(N1 − i)!N2=k

∞

∑ N2 !
(N2 − k)!



If you measure the distribution, then you 
know all the corrected cumulants 	
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Use the NBD Cumulant Theorem allowing ε=p to be different for N+ and N-	

κ j =κ j
+ + (−1) jκ j

−



Efficiency-Corrected NBD Cumulant Ratios	
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The NBD only uses 4 quantities for this calculation: μt
+ and μt

-  (μt/k)+  and (μt/k)-          
The error on μt <<than the error on μt/k so is neglected. The errors are highly correlated 
for the sums of powers of μt/k in both the numerator and denominator. These 
correlations are handled by varying the (μt/k)+  and (μt/k)- by ±1σ independently and 
adding the variations in quadrature	

µt =
µ
ε



The errors of the cumulants and ratios by 
the direct method remain very complicated	
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A recent thorough treatment of both statistical errors and 
efficiency, with even more complicated formulas than Bzdak 
and Koch is given by Xiaofeng Luo, PRC 91 (2015) 034907 
BUT to test the method: 	
“By deriving the covariance between factorial moments, one can obtain the 
general error formula for the efficiency corrected moments based on the 
error propagation derived from the Delta theorem. The Skellam-
distribution-based Monto Carlo simulation is used to test the Delta theorem 
and bootstrap error estimation methods.”	

I note, of course, that Skellam is the difference between two 
Poissons so satisfies the integer Levy process theorem!   I also note 
that Bzdak and Koch have not been idle PRC 91(2015) 027901	



Are acceptance corrections possible?	
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Bzdak and Koch (and likely many others) have expressed concern 
about what is the “required acceptance” for an experimental result e.g. 
on the above quantities to compare with Lattice QCD calculations	

The good news from the above equations and those on the previous 
pages is that if the ratios (μt/k)+  and (μt/k)- don’t change with the 
acceptance and if μt

+ and μt
- scale by the same amount with the 

acceptance (e.g. dn/dη constant in rapidity and azimuth) then the above 
formulas remain unchanged. What does nature say?	



Zimanyi-Dec 2015	 M. J. Tannenbaum   26  	

Recall the NBD slide from E802	

The nice examples of short range correlation with ξ, indicated in the E802 plot, change 
dramatically in the newer PHENIX Au+Au (200 GeV) measurement with the abrubt 
flattening of k(δη) for μ(δη)>30, |η|>0.15. This as far as I know is the only such 
measurement at RHIC or LHC. The E802 data has perfect centrality, all nucleons 
interact as measured in a ZDC, so the suggestion is that the flattening could be a long 
range correlation due to fluctuations in the number of participants in a centrality bin. 	

E802 PRC52,2663(1995)  	 PHENIX PRC76,0349033(2007)  	

AuAu 200 GeV 0-5% centrality	



Cumulants are additive for independent 
processes -another NBD advantage	
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The two entries for E802 represent such a correction for background correlation from hits on adjacent wires. 	

1
kmeas (δη)

= K2
meas (δη) = K2

dyn (δη)+K2
bkg(δη)

In PRC78, PHENIX measured the effect of “geometry fluctuations” in 5% wide centrality bins 
and made a correction to kdyn=1/K2

dyn
 which is shown for the 1 overlapping bin in the PRC76 

and PRC78 measurements. (This would appear to return to the trend k/μ ≈ constant vs the δη 
interval and if true at all δη would preserve the cumulant ratios vs the δη acceptance!)??	



Conclusions	
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"The NBD cumulant theorem brings a huge simplification to calculating 
the efficiency correction and statistical errors on net-charge cumulants. 	

"Acceptance corrections are much more difficult because of short 
range correlations in δη and δφ, but in certain cases discussed above  
the cumulant ratios will remain constant independent of acceptance, 
so would be one possible resolution to the question of the “required 
acceptance” to compare experiments with Lattice QCD calculations  	

"Fortunately, the two above issues can be further investigated by 
both experiment and theory. For instance if the STAR NBD data for 
net charge were available, I could calculate the corrected values and 
the errors for κσ2, etc. Similarly STAR could make cuts in 
acceptance in their measurements to determine the variation in the 
results and whether or where the “required acceptance” is satisfied.	



END	
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Extras	

Zimanyi-Dec 2015	 M. J. Tannenbaum   30  	

•  Theory OOPS	
•  4 generating functions	
•  NBD fit plots	
•  k(δη) PRC76,0349033(2007)	
•  other goodies 	



Tf difference for STAR raw vs corrected 
√sNN=62.4 GeV	
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NS65CH16-Soltz ARI 9 September 2015 14:3

temperatures and densities can be directly confronted with the results from heavy-ion experiments
through the use of appropriate volume-independent ratios of cumulants of net charge fluctuations
(72):

MQ
(√

s
)

σ 2
Q
(√

s
) = χ

Q
1 (T , µB )
χ

Q
2 (T , µB )

≡ RQ
12, 21a.

SQ
(√

s
)
σ 3

Q
(√

s
)

MQ
(√

s
) = χ

Q
3 (T , µB )
χ

Q
1 (T , µB )

≡ RQ
31. 21b.

In order to obtain any information regarding the location of the critical point in the T −µB phase
diagram of QCD from experimentally measured cumulants of charge fluctuations, it is essential to
relate the experimentally tunable parameter

√
s to thermodynamic parameters, namely the freeze-

out temperature, T f , and the freeze-out chemical potential, µf
B . A recent study (72) showed that it

is possible to extract the thermal freeze-out parameters T f and µf
B by comparing first-principles

lattice calculations for RQ
31 (Equation 21b) and RQ

12 (Equation 21a) directly with their corresponding
cumulant ratios in heavy-ion collisions. The feasibility of such a procedure has been demonstrated
(73–75). A recent example of such a comparison and subsequent determination of the freeze-out
parameters is shown in Figure 11 (76).

It is evident from Figure 11 that the large errors on the experimental values (SQσ
3
Q)/MQ allow at

present only an upper bound to be established on the freeze-out temperature T f . Very recently, an
alternative procedure for the determination of T f was demonstrated (78). This procedure utilizes
the fact that the initially colliding nuclei in heavy-ion collisions are free of net strangeness, and
conservation of strangeness under the strong interaction ensures that the medium created during
heavy-ion collisions is strangeness neutral. By imposing a strangeness-neutrality condition for a
homogeneous thermal medium ⟨nS⟩ (µB, µS) = 0, one can determine the strangeness chemical

T (MeV)
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Figure 11
(a) A comparison between the lattice QCD (LQCD) results (72) for RQ

31 and the STAR data (68) for
(SQσ

3
Q)/MQ at

√
s = 62.4 GeV. The overlap of the experimental results with the LQCD calculations

provides an upper bound on the freeze-out temperature T f ≤ 155 MeV. (b) LQCD results (72) for RQ
12 as a

function of µB compared with the STAR data (68) for MQ/σ 2
Q in the temperature range T f = 150(5) MeV.

The overlap regions of the experimentally measured results with the LQCD calculations provide estimates
for the freeze-out chemical potential µf

B for a given
√

s . The black arrows indicate the corresponding values
of µf

B obtained from statistical model fits to the experimentally measured hadron yields (77).
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4 Generating functions	
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!Mx (t) = etx gx (t) = ln !Mx (t) = ln etx

gx (t) = ln (1+ t)
xMx (t) = (1+ t)x
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  “Average pT Fluctuations” 

PHENIX	

From one of Jeff 
Mitchell’s talks 2001: 

It’s not a Gaussian…
it’s a Gamma 
distribution! 

See M.J.Tannenbaum PLB 498, 29 (2001) 	

NA49 Pb+Pb central PLB 459, 679 (1999)	PHENIXAuAu Multiplicity Nch PRC 78, (2008) 044902 	

Multiplicity	

Also: It’s not Poisson, 
it’s negative binomial	

Early work: BNL-61074 Divonne 1994	
http://www.osti.gov/scitech/servlets/purl/10108142 	
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hproxNNeg3_11
Entries  63679
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Cent Vs proxNNeg 0.3 to 2.0hproxNNeg3_11
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Mean   0.2782
RMS    0.5458

 / ndf 2r  1.798 / 4
k         0.830± 3.557 

      µ  0.0092± 0.2756 
const     0.027± 1.001 

The N+, N- (and N++N-) distributions are NBD	
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const     0.03±  1.01 
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Mean    3.027
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 / ndf 2r  1.285 / 11
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Mean    2.428
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 / ndf 2r  2.397 / 11
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35-40%

Cent Vs proxNPos 0.3 to 2.0hproxNPos3_7
Entries  65940
Mean    1.489
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 / ndf 2r  3.869 / 8
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45-50%
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50-55%

Cent Vs proxNPos 0.3 to 2.0hproxNPos3_10
Entries  64850
Mean    0.601
RMS    0.8267

 / ndf 2r  1.054 / 4
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      µ  0.0317± 0.6026 
const     0.0560± 0.9997 
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      µ  0.0263± 0.4132 
const     0.061± 1.002 

PHENIX: centrality 0-5% 
√sNN=7.7 GeV	



PHENIX k(δη) PRC76,0349033(2007)  	
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New STAR net-p Preliminary	
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X.Luo,  arXiv:1503.02558	

In any case, it seems to me that the search for a QCD critical point at RHIC by net-proton
measurements in the Beam Energy Scan (BES) in 2018-19 will not be as straightforward as
originally assumed. It would be nice if we could get some PHENIX net-proton measurements
before then would give a second opinion on this important subject.

7.0.1 The surprising sensitivity of the Binomial Cumulants

I was discussing the issue of net protons with Takao Sakaguchi
and he pointed out that �2 has a minimum at p = 0.5 with
a negative value, �2 = �0.5. So I decided to include a table
of numerical values for S� and �

2 for ease in interpreting
plots. Since �2 is symmetric for p ! 1� p, this means that
�

2 could start rising after the minimum and turn positive for
p > 0.75, as the protons clump more and more towards mid-
rapidity at low

p
sNN . S� is antisymmetric about p = 0.5;

the value for 1� p is the same as for p but with the opposite
sign, i.e. S� = �0.1 for p = 0.55. If the relationship be-
tween the measured S� and �

2 is the same as in the table,
this would show that the underlying distribution is actually
Binomial. Also, note the sensitivity: the value of �2 = 0.9
at

p
sNN =200 GeV in Fig. 5a corresponds to p ⇡ 0.02.

Binomial kappasigma^2

Binomial p Sσ κσ^2
p 1-2p 1-6p+6p^2

0.01 0.98 0.941
0.02 0.96 0.882
0.03 0.94 0.825
0.04 0.92 0.770
0.05 0.9 0.715
0.06 0.88 0.662
0.07 0.86 0.609
0.08 0.84 0.558
0.09 0.82 0.509
0.1 0.8 0.460

0.15 0.7 0.235
0.2 0.6 0.040

0.25 0.5 -0.125
0.3 0.4 -0.260

0.35 0.3 -0.365
0.4 0.2 -0.440

0.45 0.1 -0.485
0.5 0 -0.500
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How can adding tracks >0.8 GeV/c make 
such changes in κσ2 but not in Sσ	
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F. Karsch, RHIC&AGS,BNL  2015 F. Karsch, RHIC&AGS,BNL  2015 9

Taylor expansion of the pressureTaylor expansion of the pressure

generalized susceptibilities:

conserved charge fluctuations:
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Hot off the presses-LBL Press release June 24, 2011	
Lattice and Experiment Compared-a first?	

Sourendu Gupta, et al., Science 332,1525 (2011)-LBL press release 

Theory:Lattice shows huge deviation  
of  T2 χ(4)/ χ(2)  from 1 near 20 GeV, 
suggesting critical fluctuations. Expt 
κσ2 : maybe but  with big errors.  

I had to do lots of work to address this issue in my  
Erice  lecture to understand whether this physics by 
press-release (not published in PRL) was also  Baloney 
According to Karsch and later measurements, it was!!!	



Short range multiplicity correlations do 
not vanish in A+A collisions!	
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" Short range multiplicity correlations in p-p collisons come largely 
from hadron decays such as ρgπ π, Λgπ – p, etc., with correlation 
length ξ∼1 unit of rapidity	
" In A+A collisions the chance of getting two particles from the same 
ρ meson is reduced by~1/Npart so that the only remaining 
correlations are Bose-Einstein Correlations---when two identical 
Bosons, e.g. π+ π+, occupy nearly the same coordinates in phase space 
so that constructive interference occurs due to the symmetry of the 
wave function from Bose statistics---a quantum mechanical effect, 
which remains at the same strength in A+A collisions:the amplitudes 
from the two different points add giving a large effect also called 
Hanbury-Brown Twiss (HBT).	

See W.A.Zajc, et al, 
PRC 29 (1984) 2173	



•  The normalized two-particle short range rapidity correlation R2(y1,y2) is defined as	

	

                                                                                                       	

                                                                                                           for NBD:  k(δη) =1/K2(δη) 	
	
The rapidity correlation length ξ = 0.2 for Si+Au E802, PRC56(1977) 1544 is  from HBT.	

HBT effects in 2-particle Correlations	
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"For HBT analyses of two particles with  p1 and p2, CHBT
2(q)=R2(p1 – p2)+1 and the random 

(un-correlated) distribution is taken from particles with  p1 and p2 on different events. The 
HBT correlation function is taken as a Gaussian not an exponential as in (8) and is written: 	

C2
HBT =1+λ exp− (Rside

2 qside
2 + Rout

2 qout
2 + Rlong

2 qlong
2 )

if δη<<ξ, k#1/R(0,0)=constant      if δη>>ξ, k/δη≈k/μ#constant	


