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Figure 11. Residual counts for the 15� ⇥ 15

� region about the GC for the Pulsars and OBstars IEMs for energy ranges 1� 1.6 GeV (upper row), 1.6� 10 GeV
(middle row), and > 10 GeV (bottom row). The two leftmost columns show the residual counts for the intensity-scaled variant for the Pulsars and OBstars,
respectively. The two rightmost columns show the residual counts for the index-scaled variant for the Pulsars and OBstars, respectively. The colour scale is in
counts/0.1 deg2 pixel.

is modelled with an exponential cut-off power law. This form
has some flexibility to model a pulsar or a DM annihilation
spectrum without supposing specific scenarios. For each of
the spatial templates listed above and for each of the IEMs,
a maximum-likelihood fit is made in the 15

� ⇥ 15

� region as
described in Section 3.2.2.

The improvement in likelihood as well as the resulting best-
fit parameters for the spectrum of the additional component
are summarised in Table 419. All templates yield statisti-
cally significant improvements compared to the model with-
out the additional component. The largest improvements are
observed for the NFW annihilation templates, whereas the un-
resolved source component yields the smallest improvements.

The new component spectra present harder spectral indices

19 500 MeV is the lowest value of the energy cutoff allowed in the fit.

and lower energy cutoffs for the index-scaled IEMs compared
to the intensity-scaled variants. This is consistent with the
index-scaled models having overall better agreement with the
data at higher energy, and therefore attributing the positive
residual found for the intensity-scaled IEMs & 10 GeV to gas
related emission rather than to the new component. Within the
same IEM, the spectrum for the more peaked templates (NFW
and NFW-c for DM annihilation, and the 1� gaussian) present
softer indices and higher energy cutoffs. The NFW decay and
the 10

� gaussian (the more extended templates) perform sim-
ilarly to each other for most IEMs.

Among the gaussian templates, the 2� and 5

� gaussians per-
form better for the Pulsar IEMs, while the 5

� and 10

� gaus-
sians for the OB stars IEMs. This result is an indication that
the gaussian templates might be compensating for mismod-
elling of the IC contribution, whose morphology differs for
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in Fermi-LAT data

A template fitting  
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With an additional DM-like template:

a featureless 
residual!
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Are we sure that we really have the IC template under control?



The ingredients are: 

— CR electron and positron distribution,  
obtained by solving the transport equation  
with a numerical code like DRAGON or GALPROP 

— ISRF distribution and spectrum 
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Strong & Moskalenko (1998) Evoli, Gaggero, Grasso, 
Maccione (2008)
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cut-off are tuned to fit the radio and X-ray data (e.g.,
Lazendic et al. 2004). The hadronic model fits the VHE
γ-ray spectrum assuming a beam of accelerated pro-
tons hits a target, such as a nearby molecular cloud
(Aharonian 2002). The latter, if definitively proven,
would be the first experimental evidence of proton ac-
celeration in SNRs. While there is no clear distinction
between different models of VHE emission from SNRs,
some authors tend to prefer the hadronic scenario since it
fits better the observed spectral shape (Aharonian et al.
2006; Berezhko & Völk 2006). Such a preference, how-
ever, is made based on a simplified “one-zone” model
which typically includes CMB photons only.

In this paper we evaluate the effect of the ISRF on the
IC emission of electrons accelerated in SNRs located at
different distances from the Galactic Centre (GC). As ex-
amples, we apply our calculations to the shell-type SNR
RX J1713.7-3946 and composite SNR G0.9+0.1 recently
observed by HESS (Aharonian et al. 2005a, 2006).

2. INTERSTELLAR RADIATION FIELD

The Galactic ISRF calculation uses a model for the
distribution of stars in the Galaxy, a model for the dust
distribution and properties, and a treatment of scatter-
ing, absorption, and subsequent reemission of the stellar
light by the dust. A brief description of our calculation
is available in Moskalenko et al. (2006); we re-iterate the
main points here.

Our stellar model assumes a type classification based
on that used in the SKY model of Wainscoat et al.
(1992), with modifications to account for results from
recent experiments such as 2MASS, SDSS, and others
(e.g., Ojha 2001; Juric et al. 2005), and synthetic spec-
tral modelling studies (e.g., Girardi et al. 2002).

Dust is modelled with a mixture of polycyclic aromatic
hydrocarbons, graphite, and silicate. The dust grains are
spherical and we include details of their absorption and
scattering efficiencies, abundances, and size distribution
in the scattering and heating calculations (Li & Draine
2001; Weingartner & Draine 2001). Stochastic and equi-
librium heating of the dust grains is treated follow-
ing Draine & Li (2001) and Li & Draine (2001). The
dust is assumed to follow the Galactic gas distribu-
tion and metallicity gradient (Moskalenko et al. 2002;
Strong et al. 2004, and references therein).

Figure 1 shows the total ISRF at the positions we will
calculate the IC emission in Section 3. Information on
the calculation method, spatial and spectral distribution
in the Galactic plane, and a brief comparison of our cal-
culations with previous results and the locally observed
ISRF are given in Moskalenko et al. (2006); further dis-
cussion of the new ISRF is deferred to a forthcoming
paper (Porter & Strong, in preparation).

3. CALCULATIONS

For an assumed isotropic ISRF and electron distribu-
tion, the IC emissivity (photons cm−3 s−1) is given by

dPγ

dϵ2
= c

∫
dϵ1

∫
dγe nϵ(ϵ1)ne(γe)

dQγ(γe, ϵ1)

dϵ2
, (1)

where ϵ2 = Eγ/mec2 and ϵ1 = ϵ/mec2 are the dimen-
sionless γ-ray and target photon energy, γe = Ee/mec2
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Fig. 1.— Interstellar radiation field energy density: solid line,
R = 0 kpc, z = 0 kpc; dashed line, R = 3 kpc, z = −0.05 kpc;
dotted line, R = 4 kpc, z = 0 kpc; dash-dotted line, R = 7.5 kpc,
z = 0 kpc.

is the electron Lorentz factor, nϵ and ne are the differ-
ential target photon and electron number densities, and
dQγ/dϵ2 is given by eq.(9) in Jones (1968).

To illustrate the effect of different electron spectral in-
dices on the IC emission, we take an electron number den-
sity ne(γe) = n0γ−δ

e normalised so that
∫
∞

γmin
ne(γe)dγe =

1 cm−3 with γmin = 1 MeV/mec2 for δ = 1.8, δ = 2.0 and
δ = 2.5.

Figure 2 shows the calculated IC emissivity using the
ISRF at R = 0 (upper) and R = 4 (lower) in the Galactic
plane. There are two essential effects that contribute to
produce the total emission curves in Fig. 2. First, the
variation in the electron spectral index δ = 1.8 → 2.5
increases the contribution by optical and infra-red (IR)
photons to the γ-ray emission below ∼ 50 GeV and ∼ 1
TeV, respectively. As δ increases, the number of low en-
ergy electrons increases; the IC scattering rate by these
electrons off optical and IR photons becomes larger giv-
ing more upscattered photons. In turn, as the γ-ray en-
ergy increases, the contribution by the optical and IR
photons to the total emissivity decreases from the reduc-
tion of the scattering cross-section in the Klein-Nishina
(KN) regime. Thus, softer electron spectra promote more
efficient scattering of the optical and IR components, in-
creasing their relative contributions. Second, the density
of optical and IR photons varies with position in the
Galaxy. Toward the GC, the optical photon density is
high, almost an order of magnitude larger per target pho-
ton energy interval when compared with the optical com-
ponent at R = 4 kpc. Similarly, over the inner Galaxy
the IR photon energy density is significantly higher than
the CMB. This gives a contribution by the optical and
IR photons to the total IC emission that is at least com-
parable to the CMB over these regions of the Galaxy.

Note that the marked decrease in the optical, then IR,
then CMB emission as the γ-ray energy increases in Fig. 2
is due to the reduction of the scattering cross-section in
the KN regime, as described above, and not due to any
cut-off we have introduced in the electron spectrum; if a
cut-off was included in the electron spectrum, it would
further decrease the contribution from the CMB relative
to the optical and IR components (see Fig. 4).
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Many caveats on the CR distribution in the inner part 
of the Galaxy! 

1)Do we really know the CR source function over there? 

2) Do we really understand diffusion of CR particles  
in the inner region? 
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it drops to 0!

Are we sure that we really have the IC template under control?
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varying elevation. In the constant elevation region, the
field strength is b

X

(r
p

) r
p

/r, where

r

p

= r � |z|/ tan(⇥0

X

). (8)

In the region with varying elevation angle the field
strength is instead b

X

(r
p

)(r
p

/r)2, and the elevation angle
and r

p

are given by

r

p

=
rr

c

X

r

c

X

+ |z|/ tan(⇥0

X

)
, (9)

⇥
X

(r, z)= tan�1

✓
|z|

r � r

p

◆
. (10)

Altogether, the out-of-plane component has 4 free pa-
rameters: B

X

, ⇥0

X

, r

c

X

and r

X

.

5.2. Striated random fields

We include the possibility of striated magnetic fields
by adding a multiplicative factor to the calculation of
PI, such that when this factor is equal to unity the model
describes a purely regular field. We parametrize striated
and purely random fields as B

2

stri

= �B

2

reg

. We let the
factor be a free parameter in the large-scale GMF model.
We originally performed the analysis allowing the disk,
toroidal halo, and X-field each to have a separate amount
of striation (see appendix A). We did not find a signifi-
cant improvement in �

2 using this added freedom, so for
the final parameter optimization used a single � value
for all components. This means the striated field is ev-
erywhere aligned with the local large-scale field and has
the same relative magnitude everywhere in the Galaxy.
When the striated field is aligned with the regular field,

there is an obvious degeneracy between the strength of
the striated magnetic field component and the relativis-
tic electron density: if we write the multiplicative fac-
tor as � = ↵(1 + �), we can interpret ↵ as being a
rescaling factor for the relativistic electron density, with
B

2

stri

= �B

2

reg

. The distribution of relativistic electrons
in the Galaxy is not well enough known to permit this de-
generacy to be disentangled at present. Of course, since
� � 0 it follows if � is found to be less than unity we can
conclude that ↵ < 1, and that n

cre

has been underesti-
mated.

5.3. Parameter Estimation

As noted in JFWE09, avoiding false �

2 minima when
optimizing a model is very di�cult, and we have devoted
considerable e↵ort to exploring the very large parame-
ter space available for the model outlined in the previ-
ous section. The model optimization is done using the
PyMC package by Patil et al. (2010), and uses an adap-
tive Metropolis MCMC algorithm. To achieve good mix-
ing and convergence of the Markov chain, we continue
to sample the parameter space until the Gelman-Rubin
convergence and mixing statistic, R̂ (Gelman & Rubin
1992), satisfies the condition R̂ < 1.03 for all parame-
ters. The final Markov chain has 100k steps, and the
Monte Carlo standard error for any given optimized pa-
rameter is at least an order of magnitude less than the
estimated confidence range of the same parameter.

6. RESULTS

Figure 5. Top view of slices in the x-y-plane of the GMF model.
Top row, from left, slices at z = 10 pc and z = �10 pc. Bot-
tom row, slices at z = 1 kpc and z = �1 kpc, respectively. The
color scheme shows the magnitude of the total regular field, with
negative values if the azimuthal component is oriented clockwise.
The location of the Sun at x = �8.5 kpc is marked with a circle.
From the top panels it is clear that the magnetic field just above
and below the mid-plane are very similar, but not identical, due
to the superposition of the z-symmetric disk field component with
the z-asymmetric toroidal halo component. At |z| = 1 kpc the field
is dominated by the halo component, but still exhibits signs of the
superposition with the X-field, and even the disk field.

Figure 6. An x � z slice of the galaxy showing only the out-of-
plane “X” component. The black lines crossing the mid-plane at
±4.8 kpc traces the boundary between the outer region with con-
stant elevation angle, and the inner region with varying elevation
angle. The black arrows show the direction of the field.

6.1. Optimized large-scale magnetic field model

The large-scale Galactic magnetic field model has 21
free parameters. Table 1 lists the best-fit values and 1��

confidence intervals.

6.1.1. The disk field

The best-fit field in the disk is shown in the top panel
of Figure 5. The innermost arrow refers to the molecular
ring region; consecutive arrows are positioned in spiral

anisotropic  
diffusion along the X-shaped 

magnetic field lines?

Jansson&Farrar 2012
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Some considerations about the inner Galactic environment
16 K. Ferrière et al.: Spatial distribution of interstellar gas in the Galactic bulge

Fig. 4. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the plane of the sky: (a) molec-
ular gas (see Equations 18 and 23); (b) atomic gas (see
Equations 19 and 24). The apparent sizes are a little larger
than the sizes at half-maximum density, because of the log-
arithmic scale used in the projection. In contrast to the
CMZ, which is truly displaced to the left, the GB disk is
symmetric with respect to the GC, and the only reason
why it appears more extended on the left side is because
its positive-longitude portion lies closer to us.

with Xd = 1.2 kpc, Ld = 438 pc, Hd = 42 pc and H ′
d =

120 pc. On the plane of the sky, the GB disk extends out to
r⊥ = 1.14 kpc (radius at half-maximum density) on each
side of the GC (see Figure 4). Projected onto the Galactic
plane, it has the shape of a 2.94 kpc × 1.02 kpc (FWHM
size) ellipse inclined clockwise by 47.◦6 to the line of sight
(see Figure 5). This inclination angle is greater than that
typically found for the Galactic stellar bar (θbar ≃ 15◦−35◦;
see section 3), but it is in good agreement with the value
θbar = 44◦±10◦ recently obtained by Benjamin et al. (2005)
from the GLIMPSE Point Source Catalog.

4.3. The ionized component

The best available model for the spatial distribution of in-
terstellar free electrons in the GB is the NE2001 model of
Cordes & Lazio (2002) presented in section 2.4. According
to this model, the total mass of interstellar ionized hydro-
gen in the region r ≤ 3 kpc is (7.3×107 M⊙)/(1+0.2 fHIM),

Fig. 5. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the Galactic plane. Displayed
here is the H2 map (from Equations 18 and 23). The Hi

map (from Equations 19 and 24) looks identical, except for
this hardly noticeable difference that the GB-disk–to–CMZ
luminosity ratio is slightly greater. For the same reason as
in Figure 4, the apparent sizes are a little larger than the
sizes at half-maximum density.

where fHIM is the fraction of ionized gas belonging to the
hot medium (see Table 6). The mass of hot H+ in the same
region can be estimated from Almy et al.’s (2000) model
(neglecting the contribution from very hot H+) at 1.2 ×
107 M⊙ (see Table 6). It then follows that fHIM = 17% (or,
equivalently, fWIM = 83%) and that the total mass of H+

inside 3 kpc is 7.1×107 M⊙, divided between 5.9×107 M⊙

in the WIM and 1.2 × 107 M⊙ in the HIM. Furthermore,
from Equation 11 with fHIM = 17%, we gather that the
H+ space-averaged density is given by ⟨nH+⟩ = 0.97 ⟨ne⟩.
The partial contributions from the warm and hot ionized
media are globally given by ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ and

⟨nH+⟩
HIM

= fHIM ⟨nH+⟩, respectively. For the WIM, which
contributes a large 83% of the total H+ mass, we may rea-
sonably assume that the above global relation remains ap-
proximately valid locally. Owing to the large uncertainties
in the exact spatial dependence of the density distributions,
we feel that taking ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ at all r is

safer than subtracting ⟨nH+⟩
HIM

(which can be estimated
independently; see next paragraph) from ⟨nH+⟩. In that
case, the H+ space-averaged density of the WIM is simply
⟨nH+⟩

WIM
= 0.80 ⟨ne⟩ or, in view of Equations 7 – 10,

⟨nH+⟩
WIM

= (8.0 cm−3)

×
{

exp

[

−
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L2
3

]

exp

[

−
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H2
3

]

+ 0.009 exp
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−
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)2
]
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π
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Radio (90 cm): 
electrons spiraling in a 
higly magnetized 
environment are 
shining. Nonthermal 
filaments, SNRs… [La 
Rosa et al. ApJ 119 
2000]

Infrared: dust is shining
X rays: hot gas heated by SNR shocks is shining 

A large reservoir of 
molecular gas: the  
Central Molecular Zone 
[K. Ferriere et al., A&A 2007]

A very efficient star formation is going on! 
According to [Figer et al. 2004 
ApJ 581 2002] 1% of the total SFR takes place 
in the inner 2-300 pc 
(2 order of magnitude more than the average) 
see also [Longmore et al. 1208.4256]



Some considerations about the inner Galactic environment

A very efficient star formation is going on! 
According to [Figer et al. 2004 
ApJ 581 2002] 1% of the total SFR takes place 
in the inner 2-300 pc 
(2 order of magnitude more than the average)
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We re-examined the GC claim in terms of 
this simple correction to the source term

In our analysis the new steady-state source
 term mainly affects the IC template
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spike extension
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We performed our template fitting analysis 
along the lines of Calore et al.’14 .

A Proof Of Concept
According to these considerations, a modification 
of the CR source term appears natural! 

—> We modify the usual term adding a “spike” in the  
center, compatible with the observation above

IC profiles (arbitrary units)
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SPIKE vs DM

First important result 

If the “spike” is added,  
the spectrum associated  
to the gNFW template  
is not meaningful 
anymore 

See also the recent  
[Carlson et al. 1510.04698] for a 
more detailed model,  
with the source term correlated 
with a 3D gas model

DM case Spike case

A Proof Of Concept

No spike Spike
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that a fraction fH2 of cosmic rays are injected with a spa-
tial distribution tracing the density of collapsed H2 molecu-
lar clouds, with the remaining fraction (1 � fH2), reflecting
“older” cosmic rays, distributed according to the traditional
axisymmetric distribution of SNR. This model is theoretically
well-motivated, because high-mass OB stars, the predecessors
to Type II supernovae, evolve on time scales 2-4 times shorter
than the 15-20 Myr lifetime of giant molecular clouds [19].
This implies that a significant fraction of Galactic cosmic rays
should be produced within observed star-forming regions. We
employ high-resolution (⇠100 pc) three-dimensional H2 den-
sity maps that utilize gas flow simulations to resolve non-
circular velocities in the inner Galaxy [20]2, and a simple
model for the star formation rate ⇢̇⇤ / ⇢1.5

gas [21]. We addition-
ally assume a critical gas density ⇢c = 0.1 cm�3 under which
star formation, and thus cosmic-ray acceleration, is shut off.
The cosmic-ray injection intensity tracing the H2 gas density
is calculated as:

QCR(~r) /
(

0 ⇢H2 < ⇢c;

⇢1.5
H2 ⇢H2 � ⇢c.

(1)

Of course, the gas density distribution measured at the
present time does not reflect the distribution of cosmic-ray
sources at past epochs, which is why we assume a (1 � fH2)
fraction of “older” cosmic rays to be distributed according
to the axisymmetric SNR prescription. Diffusion and the
rotation of the inner Galaxy largely wash out the structure
of cosmic-rays on timescales shorter than the typical resi-
dence time of Galactic cosmic-ray nuclei (⌧res ⇡ 107 � 108

Myr [22]), physically motivating values of fH2
>⇠ 0.1. We

also studied the effect of changing the Schmidt power-law in-
dex ns and the critical density ⇢c from the default values em-
ployed here. We find that, barring extreme scenarios, the im-
pact of these parameters is subdominant compared to fH2 [8]
and does not strongly affect the results we summarize below.

In the top panel of Figure 1, we compare the commonly-
employed choices for the azimuthally-averaged surface den-
sity of cosmic-ray sources with a model where a fraction
fH2 = 0.25 of cosmic-ray sources are embedded in H2 re-
gions according to the prescription outlined above. As we dis-
cuss below, fH2 = 0.2�0.25 corresponds to the best global fit
to the Fermi-LAT diffuse �-ray sky. The bottom panels show a
face-on view of the source density for the SNR model (corre-
sponding to fH2 = 0) and for the fH2 = 0.25 model. Figure 1
dramatically highlights the unphysical scarcity of cosmic-ray
sources in the innermost kiloparsec of the Galaxy. While
we note that the present rate of star formation in the CMZ
is observed to be suppressed compared with that predicted
via the Kennicutt-Schmidt law [23], significant multiwave-
length evidence points to episodic starburst on the O(Myr)

2 In this Letter, we use the new gas models only for generating secondary
species and distributing cosmic-ray sources. Their use for �-ray generation
does not significantly impact the conclusions here and is explored in detail
in a forthcoming publication [9].
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FIG. 1. Top: The azimuthally averaged surface density of cosmic-
ray source distributions utilizing our new 3D model shown in thick
blue, compared to the traditional axisymmetric models based on
SNR, pulsars, and OB stars. Bottom: Face-on view of the cosmic-
ray source surface density for the traditional SNR distribution (left)
and for the best-fit star formation model, fH2 = .25, (right). The
solar position is indicated with the ‘+’ symbol.

timescales relevant here [24], with a significant event ocurring
⇠6 Myr ago, near the lifetime of massive OB stars. Through-
out this paper, we assume a constant injection until the present
day, although time-dependent effects may play a significant
role [25–27]. In addition to the CMZ, a gas-rich bar is present
along the Galactic center line-of-sight (see Figure 1), which
enhances cosmic-ray sources toward the Galactic center, a fea-
ture otherwise lost using a cylindrically-symmetric treatment.

As will be discussed in detail in forthcoming publications
[8, 9], the addition of a cosmic-ray injection source distribu-
tion tracing H2 gas has a net effect on the steady-state GC
cosmic-ray density (after propagation) of nearly one order
of magnitude. This enhancement is especially dramatic for
cosmic-ray electrons, where the density remains larger than a
factor of two out to nearly 5 kpc from the GC. Notably, the
local cosmic-ray density is essentially unaffected.

While our model is physically well motivated, it is
paramount to assess whether a non-zero value for fH2 yields
a better or worse fit to the diffuse �-ray sky overall. We per-
form a ‘Global’ binned likelihood analysis in three regions of
the Galaxy: inner (|l| < 80�, |b| < 8�), outer (|l| > 80�, |b| <
8�), and local (|b| > 8�). Our adopted statistical framework,
point source masking, photon binning (⇡ .23� pixels in 24
energy bins), and extra templates (isotropic [28] + Fermi Bub-
bles [29]) are identical to those used in Ref. [30]. As fH2 is
increased, cosmic rays are redistributed through the Galaxy,
and we allow for radial variations in the CO ! H2 conver-

3

FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].
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FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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SPIKE vs DM

The likelihood 

ModelA+DM ModelA+spike

  

Improvement of the 6t

DM template and new CR model gives similar improvement.

Need source term at the center giving  2% of the total CR injection in the galaxy:  
reasonable value according to current literature.

  

Strategy

CR diffuse emission Point sources Bubbles

Fermi-LAT counts

Fermi-LAT sky

IGB

Models CR emissions: brem+pi0 from gas. IC from ISRF

We focus on a ROI around GC : |b|<20 deg, |l|<20 deg, |b|>2 deg
Perform template Dtting analysis maximizing at each energy bin the following Poisson Likelihood:

Expected model counts

DM

  

“Standard diffuse” + DM

Adopting standard diffusion models, the presence of a DM template is favored by the Dt 
by a large statistical signiDcance.

As statistical estimator we take the TS: Data-Model

w/o DM

w/ DM
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A low-energy problem

The profiles 
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A Proof Of Concept

The spike slightly overshoots 
the data below 1 GeV 

careful: low-energy physics is 
not totally under control. 
Role of convective winds, role 
of anisotropic diffusion… 
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –

Checking the spectrum at different distances from the GC

ModelA+DMModelA+spike

The slight low-energy 
problem pops up again
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –

Checking the spectrum at different distances from the GC

ModelA+spike ModelA+DM
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization
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profiles cannot be used to draw any conclusive statement, given the
aforementioned O(1) uncertaineties (also discussed in our answer to
the previous report).
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Figure 1: Longitude profile of ModelA+spike (left) and ModelA+DM (right)

along the Galactic plane for an energy bin centered at 2 GeV, after performing

the template fitting described in the paper. Data and models are averaged in

the latitude window |b| < 2�.

2) We believe we have already exhaustively answered to the referee critic
on the electron slope in the previous answer.

We report the bottom line here: the injection index required to fit the

local electrons has always been found to be much steeper than the range

predicted by theory (see e.g. [7] and the detailed discussion in [8]).
So, no conclusive knowledge about it can be possibly claimed by the
referee.

We remark again that the low-energy break, criticized by the referee,
has been widely used in the literature, and is strongly suggested by
synchrotron observations [9, 10, 11, 12]. It is surprising that the referee
is not aware of that. In particular, these are large sky observations and
they are sensitive to the spectrum of cosmic rays at di↵erent locations
in the Galaxy, also outside the GC region. Therefore, the sources that
we are considering in our analysis have the same spectral properties
of other sources located elsewhere in the Galaxy, contrary to what
the referee states in the report. We are simply adopting an electron
spectrum suggested by observations.

Moreover, a discussion about the compatibility between this slope and

3



The role of millisecond pulsars. Hybrid scenarios?
2

Γ = −2.5 and a hard cutoff at radius r = 3 kpc [13, 15].
As reference γ-ray energy spectrum, we adopt the stacked
MSP spectrum from Ref. [35], dN

dE ∝ e−E/3.78GeVE−1.57.
The γ-ray luminosity function is modeled with a power-
law, dN

dL ∝ L−α, with index α = −1.5 [31, 35], and with
lower and upper hard cutoffs at Lmin = 1029 erg s−1 and
Lmax = 1034–1036 erg s−1, respectively. Luminosities are
integrated over 0.1–100 GeV. Our results depend little on
Lmin. Given that only about 70 MSPs have been detected
in γ-rays up to now [32], Lmax is not well constrained.
The γ-ray luminosity of the brightest observed MSP is
somewhere in the range 0.5–2 · 1035 erg s−1 [32, 35], de-
pending on the adopted source distance [25, 31]. Diffuse
emission is modeled with the standard model for point
source analysis, gll iem v06.fits, and the correspond-
ing isotropic background.

Data. For our analysis, we use almost seven years of
ultraclean Fermi-LAT P8R2 data, taken between 4 Aug
2008 and 3 Jun 2015. We select both front and back con-
verted events in the energy range 1–4 GeV, which covers
the peak of the GCE spectrum. The Region Of Interest
(ROI) covers the inner Galaxy and spans Galactic longi-
tudes |ℓ| ≤ 12◦ and latitudes 2◦ ≤ |b| ≤ 12◦. The data is
binned in Cartesian coordinates with a pixel size of 0.1◦.

Wavelet peaks. The wavelet transform of the γ-ray
data is defined as the convolution of the photon count
map, C(Ω), with the wavelet kernel, W(Ω),

FW [C](Ω) ≡
∫

dΩW(Ω− Ω′)C(Ω′) , (1)

where Ω denotes Galactic coordinates (note that
∫

dΩW(Ω) = 0). However, the central observable for
the current analysis is the signal-to-noise ratio (SNR) of
the wavelet transform, which we define as

S(Ω) ≡
FW [C](Ω)

√

FW2 [C](Ω)
, (2)

where in the denominator the wavelet kernel is squared
before performing the convolution. If the γ-ray flux var-
ied only on scales much larger than the extent of the
wavelet kernel, and in the limit of a large number of
photons, S(Ω) would behave like a smoothed Gaussian
random field. Consequentially, S(Ω) can be loosely in-
terpreted as the local significance for having a source at
position Ω, in units of standard deviations.
As wavelet kernel, we adopt the second member of the

Mexican Hat Wavelet Family, MHWF2, which was shown
to provide very good source discrimination power [36],
and which was used for identification of compact sources
in Planck data [37]. The wavelet can be obtained by
a successive application of the Laplacian operator to a
two-dimensional Gaussian distribution with width σb ·R.
Here, σb = 0.4◦ corresponds to the Fermi-LAT angu-
lar resolution at 1–4 GeV, and R is a tuning parameter.
We find best results when R varies linearly with latitude
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FIG. 1. SNR of the wavelet transform of γ-rays with energies
in the range 1–4 GeV, S(Ω). The black circles show the po-
sition of wavelet peaks with S ≥ 2; the red circles show the
position of 3FGL sources. In both cases, the circle area scales
with the significance of the source detection in that energy
range. The dashed lines indicate the regions that we use for
the binned likelihood analysis, where latitudes |b| < 2◦ are ex-
cluded because of the strong emission from the Galactic disk.
The subset of 3FGL sources that remains unmasked in our
analysis is indicated by the green crosses.

from R = 0.53 at b = 0◦ to R = 0.83 at b = ±12◦. This
compensates to some degree the increasing diffuse back-
grounds towards the Galactic disk, while optimizing the
source sensitivity at higher latitudes [37].

The resulting SNR of the wavelet transform, S(Ω),
is shown in Fig. 1. As expected, the Galactic diffuse
emission is almost completely filtered out by the wavelet
transform, whereas bright sources lead to pronounced
peaks. We adopt a simple algorithm for peak identifi-
cation: We find all pixels in S(Ω) with values larger than
in the four adjacent pixels. We then clean these results
from artefacts by forming clusters of peaks with cophe-
netic distances less than 0.3◦, and only keep the most
significant peak in each cluster.

In Fig. 1, we show the identified wavelet peaks with
peak significance S > 2, as well as all 3FGL sources for
comparison [1]. For sources that are bright enough in
the adopted energy range, we find a good correspondence
between wavelet peaks and the 3FGL, both in terms of
position and significance (we compare the significance of
wavelet peaks, S, with the 1–3 GeV detection significance
for 3FGL sources).

It is worth emphasizing that for the adopted spheri-
cally symmetric and centrally peaked distribution of the
CSP, most of the sources would be detected not directly
at the GC, but a few degrees away from the Galactic disk.
This is simply due to the much weaker diffuse emission

SNR of the wavelet 
transform of γ-rays 
with energies in 
the range 1–4 GeV, 
from arXiv:
1506.05104

There is a growing evidence 
for a dominant contribution 
from a population of 
millisecond pulsars at least at 
~1 GeV where the excess is 
peaked [see e.g. the recent 
analyses in Lee at al. 2015, 
Bartels et al. 2015] 



The role of millisecond pulsars. Hybrid scenarios?

There is a growing evidence 
for a dominant contribution 
from a population of 
millisecond pulsars at least at 
~1 GeV where the excess is 
peaked [see e.g. the recent 
analyses in Lee at al. 2015, 
Bartels et al. 2015] 

It would be interesting to 
extend the wavelet analysis 
reported in 1506.05104 to 
lower energies. 

Given the low-energy 
problems of the “spike 
model”, an hybrid scenario 
may be viable? 

Both millisecond pulsars and 
ordinary CR sources are 
there! the relative 
contribution is still to be 
determined! 



Final remarks
- It is natural to consider CR propagation models where the CR source  term does not drop to 0 in the GC 

region.  

- We showed a phenomenological model with a ordinary CR source peaked at the GC, whose energy budget is 
compatible with astronomical observation (1% os the total SFR should be confined in the inner 2-300 pc) 

- We computed hadronic and leptonic propagation consistently with DRAGON, and the corresponding gamma-
ray emission 

- The usual template-fitting machinery does not show a clear evidence of a GC excess anymore 

- Our scenario performs as well as the DM scenario, still there are problems at low energy 

- The first energy bins (< 1 GeV) are very delicate. The low-energy CR diffusion is not  totally under control 
(non linear feedbacks, anisotropic diffusion, convective winds…) 

- It is diffucult to analyze the impact of these ingredients in this framework. 

- Both CR sources and millisecond pulsars are there. CR physics is complicated.It is not unnatural to consider 
slightly more complicated hybrid scenarios. 



Backup slide: Spike extension



Backup slide: IC emission from the spike

  

Increased CR source at the GC center

We add to the standard CR source distribution an extra term, modeled as a gaussian
with a spatial extent around 100-400 pc.

Inverse Compton gives an extended gamma-ray emission (brem+pi0 more conDned to the 
disk).
Important difference with DM: here the spectrum is that of overall IC emission while 
for DM is just an outcome of the Dt. 



Backup slide: is the DM signal so spiky?
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Figure 6. DM density profiles (left panels) and the radial change of the local logarithmic slopes
(right panels) of the selected MW-like galaxies in the EAGLE IR (top), EAGLE HR (middle) and
APOSTLE IR (bottom) runs. The thick grey line represents the prediction for an NFW profile with
rs = 20 kpc and local DM density ⇢� = 0.4 GeV/cm3 (as commonly assumed in DM indirect detection
studies). In all panels the e↵ective resolution of the simulation is shown by the dashed black line, while
the black arrows on the left panels indicate the convergence radii of 3.6 kpc (EAGLE IR) and 1.8 kpc
(EAGLE HR and APOSTLE IR) as discussed in the text.


