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Figure 4 | Simulation results. a, Plasma-electron phase-space (colour bar), transversely averaged ion-density (blue) and longitudinal electric-field (red)
profiles after 46 ps. The electric-field spike is due to the shock and the smaller plateau field ahead of the shock is from TNSA. b, Time evolution of the ion
density (green) and longitudinal electric field (E1) (orange). The two strong features at 7 and 25 ps are from the electrons heated by the two laser pulses.
The dashed black line follows the shock and the dashed blue line follows the reflected ions. c,d, Snapshots of the proton phase space showing the reflected
ions inside the expanding plasma at 73 ps (c) and outside the expanding plasma at 120 ps (d). e, Spectrum of the reflected proton bunch for an a0 of 2.5
(red solid line) taken from the red dotted box in d after 120 ps and for an a0 of 2 (red dashed line).

improvement in the peak energy (at a comparable laser a0)
and an order-of-magnitude improvement in the energy spread
of proton beams obtained in both TNSA and radiation-pressure
acceleration experiments.

The temporal evolution of the plasma has been tracked using
laser interferometry. Figure 3a shows an interferogram of the
plasma density profile taken at the peak of the CO2 lasermacropulse
with the extracted on-axis plasma density plotted in Fig. 3b (solid
red). It is found that the early micropulses serve to ionize the gas
jet as early as 80 ps before the peak of the macropulse by tunnel
ionization and the plasma density profile is strongly steepened
on the front side of the target by the radiation pressure of the
laser29,30. The plasma electrons during the earlymicropulses, a0 ⌧1,
are expected to be cold, therefore electron-neutral collisions serve
to ionize the rear of the target to form a millimetre-scale-length
plasma. As this plasma expands, the plasma density on the rear of
the target drops rapidly to generate an exponentially falling density
profile. The successful proton acceleration shots showed such a
steepened plasma density profile at the peak of the laser macropulse
with an overdense (ne >1019 cm�3) peak plasma density at the front
and an exponentially decaying density at the back. Confirmation
of the extracted plasma density profile (solid red) was obtained by
creating a synthetic interferogram (dashed black) to match that in
Fig. 3a (see Supplementary Discussion).

The hole-boring effect due to the radiation pressure of the
laser micropulses can lead to the acceleration of ions25. Using
snapshots of the plasma density profile taken at different times
but on shots with identical parameters, we determined the average
hole-boring velocity (velocity at which the overdense plasma layer
is pushed forward by the laser) to be vhb = 3.2± 0.8⇥ 108 cm s�1.

An upper estimate of the peak hole-boring velocity calculated
using the expression given in ref. 31 is 6.3⇥ 108 cm s�1 using the
experimentally measured peak plasma density of 3 ⇥ 1019 cm�3

and assuming a constant laser a0 of 2.3. Cold plasma protons
that reflect off this moving layer would gain a maximum energy
of (1/2)mi(2vhb)2 = 213 keV (experiment) or 1MeV (theory),
where mi is the mass of the proton. These values are more
than an order of magnitude smaller than the proton energies
observed in the experiment, thus pointing to a different mechanism
for proton acceleration.

The mechanism of ion acceleration is elucidated using the
particle-in-cell code OSIRIS (ref. 32), which uses a cold preformed
plasma with a density profile similar to the measured plasma
density profile shown in Fig. 3b. Two linearly polarized 3-ps-long
micropulses with an a0 of 2.5 and separation of 18 ps are incident
on this plasma (see Supplementary Movie). The first laser pulse is
absorbed near the critical density, heating up the plasma locally and
causing its expansion, which lowers the peak density. As the second
pulse arrives, the peak density is of the order of the critical density
and the plasma electrons are efficiently heated up to a temperature
of ⇠1.1MeV in the region leading up to the critical density. The
plasma electron temperature is consistent with ponderomotive
scaling for the hot electrons, Thot =mec2

p
1+a20/2= 1.04MeV,

where me is the mass of the electron and c is the speed of light.
These electrons launch a collisionless electrostatic shock wave
(electron–ion collisional mean free path, ⌦e�i > shock thickness
⇠5⌦D, where the Debye length ⌦D = [kThot/4⇡nee2]1/2) at the
overdense layer that propagates through the plasma (Fig. 4a). The
most energetic electrons heated by the first and second laser
pulses can be seen to be leaving the plasma at 7 ps and 25 ps,
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spot of 5 !m FWHM. With a pulse duration less than
1 ps, the intensity on the target front side was I > 5!
1019 W=cm2. The prepulse contrast ratio was measured as
10"7. A 25 !m thin Cu foil was used as the target, being
hit by the p-polarized laser at an angle of 45#. The accel-
erated protons were detected with a stack of calibrated
radiochromic films (RCF) [23]. The calibration for proton
energy deposition was done at the tandem linear accel-
erator at the Max-Planck-Institut für Kernphysik in
Heidelberg, Germany. The stacks in the experiment con-
sisted of eight layers of type HD-810 and nine layers of
MD-V2-55. Parasitic radiation and target debris require the
RCF stacks to be wrapped in 16:3 !m aluminum foil for
shielding. The energy-loss response functions of the stacks
were calculated with a ray-tracing algorithm using energy-
loss values from SRIM-2006 [24], taking into account the
different material compositions of the different types of
RCF. Because of the Bragg peak of the ion’s energy loss at
the end of their range, each RCF layer can be attributed to
a small energy interval of 1 MeV for MD-V2-55 and
0.5 MeV for HD-810, respectively. Hence, a stack of
RCF layers is a two-dimensional imaging spectrometer.

The experimental configuration is shown in Fig. 1. One
RCF stack was placed at $40% 1& mm behind the target,
detecting the divergent proton beam. The axial aperture
was 5 mm throughout the PMQ beam transport section.
Beam blocks consisting of 12.7 mm aluminum or 6.35 mm
stainless steel protected the PMQs from debris and un-
wanted irradiation. The magnetic fields were calculated
using a Maxwell-compliant solver for their specific design
[25]. These fields were used to determine the positions of
the PMQs and the spectrometer with a tracking algorithm
[26]. The goal was to focus 14 MeV protons, since this
energy is in the central region of the proton energy spec-
trum usually produced at TRIDENT and Z-Petawatt. The
first PMQ was placed at a distance of 170 mm behind the
target and the second one was placed at 230 mm. The focal
spot was expected 500 mm behind the target, where an-
other RCF stack was placed.

Protons from hydrocarbon contaminations at the foil’s
rear side were accelerated up to well above 22 MeV, which

is the upper detection limit of the RCF stacks used.
Although RCF is sensitive to all ionizing radiation, it is
most sensitive to protons due to their higher stopping
power compared to electrons or x rays. Heavy ions only
penetrate the first layer. The total number of protons and
their energy spectrum were obtained from the first RCF
stack by interpolating over the aperture in the center.
High-energy protons were stopped in RCF layers at the
end of the stack. Some energy, however, is deposited in
the layers before. This fact requires each layer to be de-
convolved by the nonlinear detector’s response functions.
The resulting particle number spectrum dN=dE per unit
energy follows the shape obtained in Ref. [11], dN=dE '
N0=$2EkBT&1=2 exp("$2E=kBT&1=2), with parameters
N0 ' 4:9! 1012 and kBT ' 1:24 MeV.

A typical beam profile of $14% 1& MeV protons is
shown in Fig. 2(a). The white spot in the center is due to
a hole allowing for the propagation of the protons through
the PMQs. The beam profile shows intensity modulations
that originate from microcorrugations of the target rear
surface [27]. The beam has a diameter of $29:5% 2& mm
that corresponds to a (20# % 1:5#) half-opening angle. A
summation of the total signal in Fig. 2(a) leads to 1:3!
1010 protons with $14% 1& MeV. About 7:5! 108 protons
entered the PMQs. This number corresponds to 7.5% of the
beam injected into the PMQs. The integration over the
spectrum yields a conversion efficiency of 1% of the laser
energy into protons with energies above 4 MeV, in agree-
ment with Ref. [11]. The focusing effect of $14% 1& MeV
protons 50 cm behind the target is shown in Fig. 2(b). By
integrating over the peak, a total number of 8:4! 105

protons is obtained. Hence the transmission through the
magnets was 8:4!105=7:5!108'0:1%. This was ex-
pected, since the first PMQ focused the beam in one plane
and defocused the protons in the perpendicular one. The
second PMQ’s aperture then cut most of the beam.

Although the PMQs were not especially designed for
this beam, a small focal spot was obtained. The spot size
was by far not limited by the emittance, which is on the
order of 10"3" mm mrad [12]. Simulation results show
good agreement with the experiment [Fig. 2(c)]. The RCF
was simulated using protons with a Gaussian initial energy
distribution of E ' 14 MeV and standard deviation # '
1 MeV. The PMQ’s aperture encircles the solid angle of
the ion beam by orders of magnitude, justifying the as-
sumption of a uniform initial particle distribution within a
much smaller solid angle in order to achieve the best
possible statistics for the simulation. The number of mac-
roparticles was 106. Interactions (i.e., space charge) were
neglected. The horizontal and vertical lineouts of both
experiment and simulation (Fig. 3) can be well described
by a Lorentzian f$x& ' #=$x2 * #2& with FWHM 2# '
286 !m (173 !m) horizontally (vertically), which corre-
sponds to a decrease of the proton beam compared to an
unfocused beam of approximately 103 times. An estimate
based on the simulations for an optimized setup suggests a

FIG. 1 (color online). Scheme of the experimental setup. A
high-intensity laser pulse irradiates a Cu foil. Protons from the
rear side propagate into a RCF stack with a 5 mm axial aperture
for the detection of the initial beam. The transmitted protons
enter two PMQ devices that transport and focus the beam.
Another RCF stack in the focal plane records the intensity
distribution of the protons.
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Figure 1 | Experimental set-up and targets. The cone target (expanded)
consists of a 10-µm-thick spherical shell, attached to the Al cone structure.
A Cu mesh (200 LPI) is positioned 1.5 mm from the apex of the hemisphere
and the RCF stack is at 4 cm. Representative RCF data from a cone
structure target is shown. The freestanding partial and full hemispherical
shell targets shown were used for comparison. The cylindrical target (not
shown) replaces the 60� cone with a 150-µm-length cylindrical section
along the same axis.

is that D80 decreases with increased proton energy. Of note, the
D80 is ⇡50% smaller for the cone and cylinder targets than for the
freestanding partial and full hemispheres.

The magnification of the mesh image on the RCF pack is used to
infer a focal position of the beam. For the cone target this position
is located furthest from the source foil, near z= 300 µm (z = 0 is
the apex of the hemisphere), whereas for the other geometries it lies
within the spherical radius of curvature, near z= 100 µm (Fig. 2b).
To understand these results, simulations were performed to track
the particle trajectories and the evolution of the beam through the
surrounding structure.

The generated proton beam was simulated using the hybrid
particle-in-cell code LSP (ref. 31). The trajectories for a group of
test particles that originate along the target surface at different radial
positions are shown in Fig. 3. In both geometries, the majority
of test protons initially accelerate normal to the surface towards
the geometric centre at z = 300 µm, which is consistent with the
‘target normal sheath acceleration’ (TNSA) model1,3, where the hot
electrons generated from the intense laser–matter interaction create
an accelerating sheath electric field normal to the surface. After the
initial acceleration, the proton trajectories do not continue in a
straight line, but tend to bend away from the axis.

Further analysis of the proton simulation particles (Nprotons ⇡
8⇥ 106) allows a detailed comparison with the data. The protons
reach their final asymptotic velocities (that is, become ballistic)
at late times (⇡18 ps). Those trajectories are then geometrically
projected back to construct a D80 diameter, analogous to the
ray tracing technique applied to the RCF data. Results are
compared in Fig. 4a for the freestanding target, showing similar
minimum values and D80(z) profiles. Results for the cone case (not
shown) also give similar agreement with the corresponding data,
providing confidence that the LSP code is accurately modelling the
proton trajectories and the expansion physics in both open and
enclosed (cone) geometries.

The curved proton trajectories are qualitatively explained by
considering a simple model for the radial electric field generated
in the proton beam. Following the initial acceleration phase near
the surface1,3, the hot electrons are confined by the ambipolar field
of the positively charged proton beam. The hot-electron pressure
gradient sets up a radial electric field, Er ⇡ �r(Pe)/ne ⇡ kTehot/R,
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Figure 2 |D80 diameter and focal position. a, D80 diameter for each
represented energy (RCF layer) and target geometry determined from 3D
ray tracing. Cone (blue triangles) and cylinder (red squares) enclosed
geometries show significantly smaller D80 values at most proton energies
compared with the freestanding hemispherical shells. b, Focal position of
the proton beam at different proton energies, determined from the mesh
magnification. For reference, the inside surface (apex) of the foil is z= 0.
The cone targets (blue triangles) have an apparent focal position that is
significantly further from the apex. Error analysis is discussed in the
Methods section.

where R is the radial scale length of the beam, kTehot is the
hot-electron temperature, Pe is the hot-electron pressure and ne
is the hot-electron density. From monitoring the time history of
the electric field in the frame of selected protons, the radial field
switches from being directed inwards to directed outwards, as the
radial field from the hot electrons surpasses the radial acceleration
force that dominates near the surface. We note that the weak
scaling of the radial electric fields with density (Er ⇡ kTehot/R)
suggests that the focusing should not be substantially degraded for
high-current-density beams, such as required for proton FI. Higher
laser intensities, which will generate higher-energy electrons, will
increase the radial pressure to some extent, although this scales
weakly with laser intensity (Tehot ⇠ I 0.5L ).

Simulations indicate that the radial field in the beam is of the
order of a few MV/100 µm, which is sufficient to deflect a multi-
MeV proton over the spatial scale of the target. It is also interesting
to note that this heuristicmodel predicts that higher-energy protons
should penetrate to smaller radii before bending, which is the trend
in the data seen in Fig. 2a, consistent with recently reported carbon
ion-beam experiments32.

The inferred focal position near z= 100 µm, as shown in Fig. 2b,
is understood by considering the diagnostic method. Both the ray
tracing and magnification methods inherently assume straight-line
proton trajectories. Depending on the curvature of the trajectories,
the inferred focal position determined from extrapolating the
trajectories to the axis may fall much inside the actual focal
position of the proton beam. Therefore, the time-dependent proton
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The collaboration covers simulations as well as experi-
ments and intensively works on further optimization of the
TNSA process, in particular, as well as the exploration of
other acceleration mechanisms in general. However, this
paper will focus on the status of the experimental test stand
at GSI and the latest experimental results.

II. SETUP

The experiments were performed with the PHELIX laser
at GSI Darmstadt [23] at the Z6 experimental area. A
dedicated beam line was constructed, providing up to
50 J of laser energy in 650 fs. The laser was focused to a
3:5! 3:5 !m2 (FWHM) spot on target (flat gold foils with
5–10 !m thickness) and exceeded intensities of
1019 W=cm2. Proton acceleration via the TNSA mecha-
nism up to maximum energies of 28.4 MeV could be
demonstrated during the campaign.

The laser-accelerated proton beam entered a pulsed high-
field solenoid, located 8 cm behind the target. The solenoid
was 15 cm long with a clear aperture of 40.5 mm. It was
connected to a pulse power supply unit, which could drive
up to 10.4 kA through the solenoid, resulting in a maximum
magnetic field of 8.7 T. The time-depending magnetic field
evolution can be described by an ideal LC circuitwith a time
constant " ¼

ffiffiffiffiffiffiffi
LC

p
¼ 0:2 ms. Therefore, the magnetic field

can be assumed constant for the passing protons (ns time
scale). The electrical circuit was critically damped with a
crowbar diode array to prevent oscillations. A great advan-
tage of the pulsed device is the possibility of flexible adjust-
ment of the field strength.

Twomain diagnosticswere used to characterize the proton
beam: radiochromic films (RCF) in stacked configuration
and a diamond detector for time-of-flight measurements.

The RCFs have a thin proton-sensitive layer, which
changes its color ‘‘blueish’’ due to the deposited energy
of the protons. Characterization of laser-accelerated proton
beams with RCFs in stacked configuration is a well estab-
lished technique (RIS, [24]) yielding important parameters
like the shape of the energy spectrum, the absolute proton
numbers, and the energy dependent envelope divergence of
the beam. It also gives a high resolution transverse beam
profile for several energies within the spectrum of the
beam, as different energies are stopped in different layers
of the RCF stack and have their highest differential energy
loss in their stopping layers (Bragg peak behavior).

A diamond detector as a complementary diagnostic mea-
sured the temporal beam profile in time-of-flight configu-
ration. It consisted of four diamond segments of 4! 4 mm2

area with a thickness of 20 !m. They were arranged to a
8! 8 mm2 detection array. Protons passing through this
array excite electron-hole pairs and the charge carriers are
drained due to an applied voltage of 10 V, resulting in a
detectable signal. The time-of-flight technique allows for
translating the proton arrival time into energies, as the
whole beam can be considered produced ‘‘instantly’’ at

the time the laser pulse hits the target (acceleration time is
in the order of the laser pulse length, here less than 1 ps).
The voltage was applied to the diamond through bias tees
and the signal was damped by 5 dB. Figure 1 shows the
experimental setup.
Detection of the beam was possible at different distances

up to 2.2 m from the source. The characterization of the
initially produced proton spectrum can practically be done
only in close distance to the source, as the beam is highly
divergent. Therefore, one RCF stack was placed 4 cm
behind the target. As the beam is absorbed by the stack,
only a half-size stack was used for detecting half of the
initial beam while the other half entered the solenoid and
could be analyzed at a later position by another RCF stack,
respectively, the diamond detector.
During the campaign energy selection and beam trans-

port to distances larger than 2 m were performed. The main
objective was the bunch characterization in arrival time,
energy width, divergence, and intensity at this position far
from the source, thus demonstrating the creation of a laser-
accelerated proton bunch that is ready for injection into the
rf cavity and delivering highest beam intensities.
The experiments were accompanied by simulation stud-

ies using the TRACEWIN code [25]. Because of the chro-
maticity of the solenoid there are high particle losses to the
wall of the beam line and inside the solenoid. Hereby, an
efficient energy filtering is achieved intrinsically and the
initial exponential spectral shape of the beam is trans-
formed into a peaked shape around the focused energy.
This process is well described in e.g. [14]. In our case, a
realistic initial TNSA proton distribution (as produced in
the here presented experimental campaign) was used to
simulate the transport process and the expected distribution
behind the solenoid at larger distances from source for
comparison to the experimental data. The expected trans-
verse beam profile and the x-x0 phase space at 2.2 m from
source are shown in Fig. 2. The simulation used a custom
field distribution for the solenoid magnetic field, which fits
the measured real field distribution.

FIG. 1. Experimental setup. After the protons are produced in
the laser-matter interaction at the target (a), the divergent bunch
enters the solenoid (c). For characterization of the initial beam, a
RCF stack can optionally be placed in front of the solenoid at
40 mm (b). For detection of the bunch at larger distances, either a
RCF stack can be used for dose analysis and transverse beam
profile measurements at distances up to 2120 mm (d),(e) or
alternatively a diamond detector at 2205 mm for time-of-flight
measurements with also a RCF stack attached to detect the
protons after passing the 20 !m thin diamond (f).

S. BUSOLD et al. Phys. Rev. ST Accel. Beams 16, 101302 (2013)
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Summary

Ø Transient charging of laser irradiated target generates ultra-­‐short charge pulse propagating
along the supporting wire.

Ø The unique properties of the charge pulse is exploited to create a device for simultaneous
focussing, energy selection and re-­‐accelerationof proton beams.

Ø Promising data obtained experimentally using university scale laser, which opens of
possibility of optimising ion beam parameters with currently available higher power lasers.
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