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Ubiquitous and accurately measured at the LHC 

• ~1% JES corresponds to <10% uncertainty on single inclusive x-sec 

Provides a rigorous test of QCD across a huge range of kinematic variables 
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Signatures with Jets: Motivation 

•  Good understanding of jets crucial for many experimental signatures 
•  Test perturbative QCD calculations and MC predictions over several orders of 

magnitude 
•  Study parton distribution functions  
•  High precision measurements 

–  Very small background rates 
–  Small experimental uncertainty  
    crucial (Jet energy scale)  

 
Study extreme kinematic selections  
interesting for new physics with high  
precision 

–  Final state with jets (and leptons) major background for Higgs, SUSY, Exotica 
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Jets at the LHC
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10 Appendix

The combined differential inclusive jet cross sections, measured at low and high transverse
momenta [25], in comparison to NLO predictions using the NNPDF2.1 PDF set times the NP
correction factor is shown in Fig. 12.
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Figure 12: The combined differential inclusive jet cross sections in comparison to NLO predic-
tions using the NNPDF2.1 PDF set times the NP correction factor. Open markers represent the
measurement of low pT jets obtained with the integrated luminosity of 5.8 pb�1 of minimum
bias data for low pile-up conditions whereas the filled markers for high pT jets obtained with
integrated luminosity of 10.71 fb�1 of jet trigger data for high pileup [25].

Ratio of the combined CMS jet spectra, measured at low and high transverse momenta, over
the NLO predictions is shown in Figs. 13-17. In the transition between both measurements at
pT ⇡ 75 GeV/c, the systematic uncertainties of the low-pT measurements are smaller than the
high-pT ones because the former have been carried out with (much) smaller pileup than the
latter, except for the 2 < |y| < 3 region where the endcap response to low-pT jets results in
larger propagated systematics. A similar comparison but instead of the theoretical uncertainty
for each PDF set the ratios of the predictions with alternative PDF sets is shown in Figs. 18–22.



Jets and PDFs
LHC is mainly a gluon collider but gluon PDF is not well known:  

• LHC jets probe a wide range of x 

• gluon PDF directly sensitive to jet data, especially at large x 

• would like to consistently include NNLO jet data in NNLO PDF fits without using 
kinematically limited approximations 
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Fig. 3. Minimum value of Bjorken-x and the scale m34 probed in the PDFs for dijet production
at the LHC 7 TeV, using the kinematics of the ATLAS 2011 dijet measurement.22

While Fig. 3 determines the region of Bjorken-x that is kinematically accessible
in jet production measurements, it does not provide information on which part of
this region dominates the production cross-section, or in other words, the region of
Bjorken-x for which the PDF sensitivity of the jet data is maximized. To determine
this important information, it is possible to compute the correlation coe�cients
between the PDFs and the experimental data. As explained in Ref.,24 in a Monte
Carlo PDF set one can compute the correlation between the parton distributions,
for di↵erent values of x and Q

2, and the jet production cross-sections, for di↵erent
bins of jet transverse momentum and rapidity.

Using NNPDF2.1 NLO, this exercise was carried out in the CMS analysis of
Ref.,25,26 which studies the constraints on PDFs and on ↵s of their 7 TeV inclusive
jet data. The results can be found in Fig. 4, which shows the correlation coe�cient
between PDFs (in this case the gluon and the up quark) for all the pT bins in the
central rapidity region, |y|  0.5, as a function of Bjorken-x and the momentum
transfer Q. A value of this coe�cient close to one (minus one) indicates that, for
this specific data bin, the cross-section is strongly (anti-)correlated with the corre-
sponding PDFs in the given range of x. In particular, from Fig. 4 one can see that
LHC inclusive jet data has a strong correlation with the gluon for x � 0.1, with a
likewise strong anti-correlation for x ⇠ 10�2. This correlation is weaker for the up
quark, except for large values of x, that is, x ⇠> 0.4�0.5, for which the qq scattering
channel begins to dominate over qg scattering, see Fig. 1.

3. Theory calculations and tools for fitting jet data

The NLO cross-sections for jet production at hadron colliders have been known
for a long time.27,28 They have been implemented in various computer programs,
such as NLOjet++.29 Computing di↵erential distributions for jet observables with
these codes is however very CPU-time intensive, and thus not suitable for the aims
of PDF determinations, where the iterative fitting procedure requires recomputing
the same observables a large number of times. With this motivation, di↵erent fast
interfaces to NLO jet calculations have been developed. The basic idea of these
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Figure 53: Comparison of the gluon in a fit to a dataset without jet data and in the global fit at NLO
(top) and NNLO (bottom), plotted at Q2 = 2 GeV2 vs. x on a logarithmic (left) and linear (right) scale.

5.2.3 Impact of jet data on the global fit

We now explore the impact of jet data in the NLO and NNLO NNPDF3.0 fits, with the motiva-
tion of making sure that theoretical limitations in the description of jet data, and in particular
the current lack of full knowledge of NNLO corrections, does not bias the fit results.

To this purpose, we have produced versions of the NNPDF3.0 PDF fit in which all jet data are
removed from the global dataset: the gluon from these sets is compared to that from the default
global fit at Q2 = 2 GeV2 in Fig. 53: Other PDFs are essentially unchanged upon removing
jet data. It is clear that removing jet data from the global fit leads to a substantial increase
of the PDF uncertainties on the gluon at medium- and large-x. However, when jet data are
included, the uncertainties are very similar at NLO and NNLO, despite the fact that at NNLO
the jet dataset is significantly smaller due to the more restrictive cuts which we have introduced
in order to account for the incomplete knowledge of NNLO corrections to jet production (see
Sect. 2.3.2): in fact, if anything, the uncertainties are somewhat smaller at NNLO. This is
reassuring in that it is consistent with the expectation that no instabilities are introduced by
jet data in the NNLO fit despite potentially large perturbative corrections, and in fact the fit
becomes tighter at NNLO.

In Tab. 14 we compare at NLO and NNLO the χ2 to the collider jet data, both in the
reference NNPDF3.0 fit and in the fit without jet data. We provide the results using both the
experimental and the t0 χ2 definitions, whose values can differ significantly, especially at NNLO.
The description of jet data turns out to be reasonably good even when they are not included in
the fit, especially at NNLO. This is evidence for consistency, and it explains why they help in
reducing the gluon uncertainty. We also show the value of the χ2 for top pair production, which

102
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Figure 10: The strong coupling aS(Q) (full line) and its total uncertainty (band) as determined
in this analysis using a two-loop solution to the RGE as a function of the momentum transfer
Q = pT. The extractions of aS(Q) in six separate ranges of Q as presented in Table 5 are shown
together with results from the H1 [58, 59], ZEUS [60], and D0 [52, 53] experiments at the HERA
and Tevatron colliders. Other recent CMS measurements [55, 56] are displayed as well.

5 Study of PDF constraints with HERAFITTER

The PDFs of the proton are an essential ingredient for precision studies in hadron-induced
reactions. They are derived from experimental data involving collider and fixed-target exper-
iments. The DIS data from the HERA-I ep collider cover most of the kinematic phase space
needed for a reliable PDF extraction. The pp inclusive jet cross section contains additional in-
formation that can constrain the PDFs, in particular the gluon, in the region of high fractions x
of the proton momentum.

The HERAFITTER project [19, 61, 62] is an open-source framework designed among other
things to fit PDFs to data. It has a modular structure, encompassing a variety of theoretical
predictions for different processes and phenomenological approaches for determining the pa-
rameters of the PDFs. In this study, HERAFITTER is employed to estimate the impact of the
CMS inclusive jet data on the PDFs and their uncertainties by using fixed-order perturbation
theory and NP corrections.

5.1 Correlation between inclusive jet production and the PDFs

The potential impact of the CMS inclusive jet data can be illustrated by the correlation between
the inclusive jet cross section sjet(Q) and the PDF x f (x, Q2) for any parton flavour f . The
NNPDF Collaboration [63] provides PDF sets in the form of an ensemble of replicas i, which
sample variations in the PDF parameter space within allowed uncertainties. The correlation
coefficient $ f (x, Q) between a cross section and the PDF for flavour f at a point (x, Q) can be
computed by evaluating means and standard deviations from an ensemble of N replicas as

$ f (x, Q) =
N

(N � 1)
hsjet(Q)i · x f (x, Q2)ii � hsjet(Q)ii · hx f (x, Q2)ii

Dsjet(Q)Dx f (x,Q2)
. (12)

Here, the angular brackets denote the averaging over the replica index i, and D represents the
evaluation of the corresponding standard deviation for either the jet cross section, Dsjet(Q), or

Can use the single inclusive jet cross section to determine [CMS-PAS-SMP-12-028]: 
]:	

•               and running coupling from single experiment 
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• very satisfying test of QCD and the LHC 

• model independent probe of new physics

Jets and xx
↵s(MZ)

↵s

CMS hep-ex [1410.6765]



Uses and Techniques for NNLO Calculations

Theoretical improvements

Theoretical improvements - pQCD
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Why NNLO?
NNLO is first order which: 

• gives useful estimate of theoretical scale error 

• contains all elements of physics in the process 

• can begin to probe NP effects 

• allows consistent use of NNLO PDFs 

Should be the Run II standard wherever possible 

• reduces (over) dependence on approximations
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Slicing Techniques
Extended to NNLO by clever new slicing parameters  

Define a kinematic cut on the phase space: 

• evaluate cross section above cut with NLO techniques 

• cross section below cut approximated by resummation inspired function 

Prime examples are qT [Catani, Grazzini]  and N-Jettiness [Bougezhal, Focke, Liu, Petriello; Gaunt, 
Stahlhofen,Tackmann, Walsh] 

• need to check cut independence 

• already several implementations H+j, W+j, Z+j [Bougezhal, Focke, Liu, Petriello, 
Campbell, Ellis, Giele] 

• interesting to compare this very new technique with other methods



NNLO Phenomenology Using JettinessRadja Boughezal, ANL

W+jet @ NNLO: Results

CT10 PDFs, anti-KT with R = 0.5

Corrections: LO NLO NNLO
+40% -1% for µ = mW

Scale uncertainties: 7% LO 7% NLO ~ <1% NNLO

•  KNNLO is independent from τcut  in 
each bin.

Very mild shift from NLO to NNLO and almost flat dependence on pTj

R.B., Focke, Liu, Petriello, 2015
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Radja Boughezal, ANL NNLO Phenomenology Using Jettiness26

R.B., Giele, Focke, Liu, Petriello, 2015

Higgs+jet @ NNLO using jettiness: Results

• KNNLO is independent from τcut in each bin 

• Non-trivial K-factor shape as a functions of pTj  
while flat as a function of Yjet 

• Differential distributions are under good control 

•  qqb, qq, qbqb channels included in this result. 
They reduce the cross section by ~1.5% for 
these cuts

NNPDF2.3, mH=125GeV, anti-KT with R = 0.5

4

The NNLO correction results in an almost +1% increase
in the fiducial cross section. The scale dependence is
greatly reduced with respect to the NLO result. We
note that the full NNLO corrections are smaller than
the leading-color results for a subset of the contributing
partonic channels found in Ref. [3]. We next show the Z-
boson transverse momentum distribution in Fig. 2, focus-
ing on the range pZT < 500 GeV. The distributions at LO,
NLO and NNLO in QCD perturbation theory are shown,
as are the usual K-factors: the ratio of the NLO over the
LO cross section, and the NNLO over the NLO result.
To produce this distribution and all other ones, we av-
erage the results from T cut

1 = 0.05, 0.06, 0.07, 0.08 GeV.
A reduced scale dependence is obtained when the NNLO
corrections are included, and a significantly smaller cor-
rection is observed when going from NLO to NNLO than
when going from LO to NLO, indicating stability of the
perturbative expansion. A slight increase of the NNLO
correction occurs as pZT is increased. The analogous
transverse momentum distribution for the leading jet is
shown in Fig. 3. In this case the NLO corrections grow
with pjetT , reaching a K-factor of 2.5 for pjetT = 500 GeV.
The NNLO corrections are far more mild, but they grow
with pjetT , increasing the NLO result by 10% at pjetT = 500
GeV. It is essential to account for these corrections when
comparing with measurements, as the experimental er-
rors are only at the few-percent level in this region.

Figure 3: Plot of the leading-jet pT distribution at LO, NLO
and NNLO in QCD perturbation theory, for 13 TeV collisions

with the central scale µ0 =
q

m2
ll +

P
pjet,2T . The K-factors

are shown in the lower inset.

We now study distributions of the lepton that comes
from the Z ! l+l� decay; the anti-lepton distributions
are similar. The lepton transverse momentum distribu-
tion at LO, NLO and NNLO in QCD perturbation the-
ory is shown in Fig. 4. We focus on the range pl

�

T  180
GeV due to the small cross section at higher transverse
momenta. There is again a reduction of the scale uncer-

tainty to the percent level when the NNLO corrections
are included. The NNLO corrections rise slightly as pl

�

T

is increased. The variation of the K-factors that appears
for low-pl

�

T arises from the leading-order kinematic re-
striction that pZT > 30 GeV, which occurs because of the
pjetT > 30 GeV cut. This in turn restricts the allowed

values of pl
�

T that can occur. This restriction is lifted at
NLO when additional radiation is present, but leads to
large corrections near the LO kinematic boundary. Fi-
nally, we show in Fig. 5 the rapidity distribution of the
lepton. The kinematic variation of the K-factor is small
at both NLO and NNLO, with the corrections being a
constant +40% shift at NLO and nearly zero at NNLO.
Although not shown explicitly here, we find a similar
pattern of corrections for the jet and Z-boson rapidity
distributions.

Figure 4: Plot of the lepton pT distribution at LO, NLO
and NNLO in QCD perturbation theory, for 13 TeV collisions

with the central scale µ0 =
q

m2
ll +

P
pjet,2T . The K-factors

are shown in the lower inset.

Before concluding we comment briefly on some compu-
tational aspects of our calculation. It was recently shown
that a multi-threaded version of the Vegas integration al-
gorithm [29] could significantly reduce the time needed
to obtain NLO cross sections [30]. We have extended
this parallelization to use the MPI protocol in order to
allow communication between the separate nodes present
on modern computing clusters. Numerical tests on the
Mira supercomputer at the Argonne Leadership Com-
puting Facility and at the NERSC facility at Berkeley
show that our code exhibits strong scaling to the several-
thousand node level. We anticipate that the techniques
we have developed will become increasingly important
for theoretical predictions to match the ever-improving
quality and precision of high energy collider data.

W+j H+j

Z+j



Sector Improved Numerical 
Subtraction

Generalizes FKS + sector decomposition to NNLO with smart phase space 
decomposition 

• general algorithm in d-dimensions [Czakon,Fielder, Heymes, Mitov] 

• requires only the known singular functions and matrix elements 

!

!

!

!

• need to show numerical pole cancellation 

• can be computationally expensive, need for efficient code

Single-top @ NNLO

pT,cut

σ(
p T

>
 p

T,
cu

t) mt/2 < μ < 2 mt 

8 TeV LHC,           mt = 173.2 GeV

�LO = 53.8+3.0
�4.3 pb

�NLO = 55.1+1.6
�0.9 pb
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Colorful 2 -> 2 NNLO phenomenology is a reality
4

too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].
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Figure 2. Left pane: distribution of the second order coefficient dΓ(2)
t in invariant mass of the positron

and the hardest jet. Right pane: distribution of the second order coefficient dΓ(2)
t

in the opening angle of the

positron with respect to the W -direction of motion, in the W -rest frame. See text for details.

large, we fit bin-bin fluctuations and do not gain anything. However, we find that there is a range of
intermediate values of NL that we can use in the fit so that, on one hand, our final result for dΓ(2)

t /dEl

does no depend on the exact value of NL and, on the other hand, the resulting distribution is smooth.
Distributions shown in the right pane of Fig. 1 and in Fig. 2 are obtained following this procedure.

In the left pane of Fig. 2 we show NNLO QCD contributions to the kinematic distribution in
the invariant mass of the positron and the hardest (in energy) jet in the event. The jet here is
defined with the lepton collider k⊥-algorithm where the distance between two partons i and j is given
by yij = 2min(E2

i /m
2
t , E

2
j /m

2
t )(1 − cos θij). The relative angle θij is defined in the top quark rest

frame. For numerical computations, we take yij = 0.1. In the right pane of Fig. 2 we show NNLO
QCD correction to the kinematic distribution of the positron polar angle defined in the W -boson rest
frame, relative to the direction of motion of the W -boson6. This distribution is interesting because it
allows us to determine helicity fractions of the W -bosons in top decays. Indeed, to all orders in QCD
perturbation theory, the decay rate can be written as

dΓt

d cos θl
=

3

4
sin2 θlΓL +

3

8
(1 + cos θl)

2 Γ+ +
3

8
(1− cos θl)

2 Γ−. (6.5)

The widths ΓL,Γ± define partial decay rates into polarized W -bosons. The helicity fractions are con-
structed from partial widths as F±,L = Γ±,L/Γt, where Γt = Γ++Γ−+ΓL. Our result for dΓt/d cos θl
shown in Fig. 2 allows us to compute the NNLO QCD corrections to the helicity fractions. Upon doing
so, we find good agreement with similar results presented in Ref. [22]. For example, by fitting the
angular distribution shown in the right pane of Fig. 2 we find the NNLO QCD contributions to helicity
fractions7 [δFL, δF−, δF+] = [−0.0022(1), 0.0021(1), 0.0001(1)]. These numbers should be compared to
the results of analytic computations reported in Ref. [22], [δFL, δF−, δF+] = [−0.0023, 0.0021, 0.0002].
A good agreement between the two results is obvious.

7 Conclusions

In this paper we described a computation of NNLO QCD corrections to semileptonic decays of the
top quark at a fully-differential level. We have used a framework described in Refs. [29, 30, 35] that

6The momentum of the W -boson can be determined from the momentum of the recoiling hadronic system in top
decay.

7The exact definition of the helicity fractions and values of αs used to obtain these results can be found in Ref. [22].
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Single-top @ NNLO: more differential observables
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p⊥ σLO, pb σNLO, pb δNLO σNNLO, pb δNNLO

0 GeV 53.8+3.0
−4.3 55.1+1.6

−0.9 +2.4% 54.2+0.5
−0.2 −1.6%

20 GeV 46.6+2.5
−3.7 48.9+1.2

−0.5 +4.9% 48.3+0.3
−0.02 −1.2%

40 GeV 33.4+1.7
−2.5 36.5+0.6

−0.03 +9.3% 36.5+0.1
+0.1 −0.1%

60 GeV 22.0+1.0
−1.5 25.0+0.2

+0.3 +13.6% 25.4−0.1
+0.2 +1.6%

TABLE I: QCD corrections to t-channel single top quark production cross sections at 8 TeV LHC with a cut on the transverse
momentum of the top quark p⊥. Cross sections are shown at leading, next-to-leading and next-to-next-to-leading order in
dependence of the factorization and renormalization scale µ = mt (central value), µ = 2mt (upper value) and µ = mt/2 (lower
value). Corrections at NLO and at NNLO (relative to the NLO) are shown in percent for µ = mt.

las for the phase-space parametrization relevant for the
ub → dt, ub → dtg and ub → dtgg sub-processes, as well
as a discussion of an appropriate choices of variables rel-
evant for the extraction of singularities can be found in
that reference. Using the language of that paper, we only
need to consider “initial-state” sectors since there are no
collinear singularities associated with final state particles
due to the fact that top quarks are massive. All calcula-
tions required for initial-state sectors are documented in
Ref. [61] except that here we need soft and collinear lim-
its for incoming quarks, rather than gluons, and the soft
current for a massive particle. This, however, is a minor
difference that does not affect the principal features of
the computational method.

The above discussion of the NNLO QCD corrections
to the heavy quark line can be applied almost verba-
tim to corrections to the light quark line. The two-loop
corrections for the 0 → qq̄′W ∗ vertex are known since
long ago [62–64]. One-loop corrections to 0 → qq̄′gW ∗

scattering are also well-known; we implemented the re-
sult presented in [65] and again checked the implemen-
tation against an independent computation based on the
Passarino-Veltman reduction. Apart from different am-
plitudes, the only minor difference with respect to cor-
rections to the heavy quark line is that in this case there
are collinear singularities associated with both, the in-
coming and the outgoing quark lines. We deal with this
problem splitting the real-emission contribution into sec-
tors, see Ref. [61]. In the language of that paper, we
have to consider “initial-initial”, “final-final” and mixed
“initial-final” sectors. Finally, we briefly comment on the
contribution shown in Fig.1c. We note that, although
formally NNLO, it is effectively the product of NLO cor-
rections to the heavy and the light quark lines, so that
it can be dealt with using techniques familiar from NLO
computations.

We will now comment on our treatment of γ5. For
perturbative calculations at higher orders the presence of
the Dirac matrix γ5 is a nuisance since it can not be con-
tinued to d-dimensions in a straightforward way. While
computationally-efficient ways to deal with γ5 in com-
putations, that employ dimensional regularization, exist
(see e.g. Ref. [66]), they are typically complex and un-
transparent. Fortunately, there is a simple way to solve
the γ5 problem in our case. Indeed, in the calculation of
virtual corrections to the tWb weak vertex, γ5 is taken

to be anti-commuting [40–43]. This enforces the left-
handed polarization of the b-quark and removes the issue
of γ5 altogether. Indeed, if we imagine that the weak
b → t transition is facilitated by the vector current but
we select the b-quark with left-handed polarization only,
we will obtain the same result as when the calculation is
performed with the anti-commuting γ5. Since the can-
cellation of infra-red and collinear divergences occurs for
each polarization of the incoming b-quark separately, this
approach completely eliminates the need to specify the
scheme for dealing with γ5 and automatically enforces
simultaneous conservation of vector and axial currents –
a must-have feature if quantum anomalies are neglected.
Of course, this requires that we deal with the γ5 appear-
ing in real emission diagrams in the same way as in the
virtual correction and this is, indeed, what we do by us-
ing helicity amplitudes, as described in [39].

We have performed several checks to ensure that our
calculation of NNLO QCD corrections to single top quark
production is correct. For example, we have compared all
the tree-level matrix elements that are used in this com-
putation, e.g. ub → dt+ng, with 0 ≤ n ≤ 2, ub → dt+qq̄,
ug → db̄t+mg, 0 ≤ m ≤ 1, against MadGraph [67] and
found complete agreement. We have extracted one-loop
amplitudes for 0 → Wtb̄g from MCFM [45] and checked
them against our own implementation of the Passarino-
Veltman reduction, for both the W ∗b → tg and the
W ∗g → tb̄ processes. We have cross-checked one-loop
amplitudes for W ∗u → dg and related channels against
MadLoop [68]. In the intermediate stages of the compu-
tation, we also require reduced tree and one-loop ampli-
tudes computed to higher orders in ϵ, as explained e.g. in
Ref. [61]. We checked that their contributions drop out
from the final results, in accord with the general conclu-
sion of Ref. [69].

One of the most important checks is provided by the
cancellation of infra-red and collinear divergences. In-
deed, the technique for NNLO QCD computations de-
scribed in Refs. [47–49] leads to a Laurent expansion
of different contributions to differential cross sections in
the dimensional regularization parameter ϵ; coefficients
of this expansion are computed by numerical integra-
tion. Independence of physical cross sections on the reg-
ularization parameter is therefore achieved numerically,
when different contributions to such cross sections (two-
loop virtual corrections, one-loop corrections to single

•Contrary to NLO, 
results stable in the full 
spectrum!

•Scale dependence 
typically improved!

•K-factor is small but 
not constant
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Colorful 2 -> 2 NNLO phenomenology is a reality
4

too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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FIG. 3: Theoretical prediction for the Tevatron as a function
of the top quark mass, compared to the latest combination of
Tevatron measurements.
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The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].
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Figure 2. Left pane: distribution of the second order coefficient dΓ(2)
t in invariant mass of the positron

and the hardest jet. Right pane: distribution of the second order coefficient dΓ(2)
t

in the opening angle of the

positron with respect to the W -direction of motion, in the W -rest frame. See text for details.

large, we fit bin-bin fluctuations and do not gain anything. However, we find that there is a range of
intermediate values of NL that we can use in the fit so that, on one hand, our final result for dΓ(2)

t /dEl

does no depend on the exact value of NL and, on the other hand, the resulting distribution is smooth.
Distributions shown in the right pane of Fig. 1 and in Fig. 2 are obtained following this procedure.

In the left pane of Fig. 2 we show NNLO QCD contributions to the kinematic distribution in
the invariant mass of the positron and the hardest (in energy) jet in the event. The jet here is
defined with the lepton collider k⊥-algorithm where the distance between two partons i and j is given
by yij = 2min(E2

i /m
2
t , E

2
j /m

2
t )(1 − cos θij). The relative angle θij is defined in the top quark rest

frame. For numerical computations, we take yij = 0.1. In the right pane of Fig. 2 we show NNLO
QCD correction to the kinematic distribution of the positron polar angle defined in the W -boson rest
frame, relative to the direction of motion of the W -boson6. This distribution is interesting because it
allows us to determine helicity fractions of the W -bosons in top decays. Indeed, to all orders in QCD
perturbation theory, the decay rate can be written as

dΓt

d cos θl
=

3

4
sin2 θlΓL +

3

8
(1 + cos θl)

2 Γ+ +
3

8
(1− cos θl)

2 Γ−. (6.5)

The widths ΓL,Γ± define partial decay rates into polarized W -bosons. The helicity fractions are con-
structed from partial widths as F±,L = Γ±,L/Γt, where Γt = Γ++Γ−+ΓL. Our result for dΓt/d cos θl
shown in Fig. 2 allows us to compute the NNLO QCD corrections to the helicity fractions. Upon doing
so, we find good agreement with similar results presented in Ref. [22]. For example, by fitting the
angular distribution shown in the right pane of Fig. 2 we find the NNLO QCD contributions to helicity
fractions7 [δFL, δF−, δF+] = [−0.0022(1), 0.0021(1), 0.0001(1)]. These numbers should be compared to
the results of analytic computations reported in Ref. [22], [δFL, δF−, δF+] = [−0.0023, 0.0021, 0.0002].
A good agreement between the two results is obvious.

7 Conclusions

In this paper we described a computation of NNLO QCD corrections to semileptonic decays of the
top quark at a fully-differential level. We have used a framework described in Refs. [29, 30, 35] that

6The momentum of the W -boson can be determined from the momentum of the recoiling hadronic system in top
decay.

7The exact definition of the helicity fractions and values of αs used to obtain these results can be found in Ref. [22].
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Generalizes dipole subtraction to NNLO with antenna functions 

Quark-antiquark: 

!

Quark-gluon: 

!

Gluon-gluon: 

Uses and Techniques for NNLO Calculations

Antenna Subtraction

What is an antenna?

Constructed from physical matrix elements
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2(I, L)|2
Three main types:

I Quark-antiquark. Derived from the process �⇤ ! qq̄ + · · ·
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Unphysical intermediate quantities are divergent 

• need to regulate with RR, RV and VV subtraction terms 
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Unintegrated antennae mimic divergences of RR, RV 

!

Integrated antennae match pole structure of RV, VV 

!

Result is IR finite cross sections: 

• analytic pole cancellation 

• can be used for an arbitrary number of legs 

• implemented in several calculations, e+e- ->3j, H+j, Z+j, 2j 
[Chen, Currie, Gehrmann, Gehrmann-de Ridder, Glover, Huss, Jaquier, Morgan, Pires, Wells]

A0
4(q, g, g, q̄) ! P 0

qgg, S0
ijkl, P 0

gg, P 0
qg, S0

ijk . . .

A0
3(sij) = I(1)

qq̄ (sij , ✏) +O(✏0)



NNLO QCD corrections for Z+jet production Thomas Morgan

cross section (pb)
channel LO NLO NNLO

qg 53.6+4.5
�4.3 80.2+3.5

�3.2 76.5+3.5
�6.2

qq̄ 27.1+1.5
�1.5 33.1+0.2

�0.6 34.3+0.6
�0.7

q̄g 22.9+1.7
�1.7 33.1+0.0

�0.4 35.0+2.1
�3.2

gg N/A �4.0+3.3
�1.9 �7.2+5.1

�3.8
qq N/A 1.8+2.7

�1.8 2.0+3.2
�2.6

q̄q̄ N/A 0.1+0.4
�0.3 0.1+0.4

�0.4
total 103.6+7.7

�7.5 144.4+9.0
�7.2 140.3+0.0

�1.4

Table 1: Channel breakdown of the total cross section for LO, NLO and NNLO for the scale choice
µ = µF = µR = Mz. The theoretical uncertainty on each channel is estimated from the envelope of the
[1/2, 1, 2]MZ scale choices.

gg-initiated channel which receives a correction of nearly 80% compared to the NLO prediction.
This significant shift is not surprising as this channel first appears at NLO. The gg contribution lies
mainly around yZ ⇠ 0 and will be highly relevant for fitting the gluon PDFs using the Z+jet LHC
data.
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Figure 6: Transverse momentum distribution (left) and pseudorapidity distribution (right) for the positively
charged lepton for Z(! `+`�)+jet production in pp collisions with

p
s = 8 TeV at LO (blue), NLO (green),

NNLO (red). The lower panels show the relative ratios of the perturbative orders, NLO/LO (turquoise) and
NNLO/NLO (mauve).

Figure 6 (left) shows that the NNLO corrections to the transverse momentum distribution for
the leptons are uniform and small across the entire range in pT . Figure 6 (right) shows that the
NNLO corrections to the pseudorapidity distribution for the leptons have a clear shape relative
to the NLO prediction. We see that in the central regions the NNLO and NLO predictions agree
very well, however at large pseudorapidities the NNLO corrections are sizeable with up to 10%

8

2

diagrams for each of the gluonic processes. The e↵ec-
tive interaction between gluons and the Higgs boson is
mediated by top quarks and is valid in the mt ! 1
limit. The ultraviolet renormalised matrix elements for
these processes are integrated over the final state phase
space appropriate to Higgs+jet final states. All three
types of contributions are infrared-divergent, only their
sum is finite. While infrared divergences from the vir-
tual corrections are explicit in the one-loop and two-loop
matrix elements, divergences from unresolved real radia-
tion become explicit only after phase space integration.
The divergences are usually regulated dimensionally, and
di↵erent methods have been used for their extraction
from the real radiation contributions. All these meth-
ods are based on a subtraction of divergent configura-
tions, which are then integrated over the phase space
and added to the virtual corrections to yield a finite re-
sult: sector decomposition [18], antenna subtraction [19],
qT -subtraction [20] and sector-improved residue subtrac-
tion [21] have all been applied successfully in the calcu-
lation of NNLO corrections to exclusive processes.

In this calculation we apply antenna subtraction, a
method for the construction of real radiation subtraction
terms based on so-called antenna functions, that each
describe all infrared singular limits occurring in between
two hard colour-ordered partons. For hadron-collider ob-
servables, either hard radiator can be in the initial or
final state, and all unintegrated and integrated antenna
functions were derived previously [22–25]. The gluonic
cross-section is given by,

d�gg,NNLO =

Z

d�3

⇥
d�RR

gg,NNLO � d�S
gg,NNLO

⇤

+

Z

d�2

⇥
d�RV

gg,NNLO � d�T
gg,NNLO

⇤

+

Z

d�1

⇥
d�V V

gg,NNLO � d�U
gg,NNLO

⇤
, (1)

where each of the square brackets is finite and well be-
haved in the infrared singular regions. The construction
of the subtraction terms d�S,T,U

gg,NNLO follows closely the
NNLO subtraction terms for purely gluonic jet produc-
tion [26].

Using the antenna subtraction method to cancel in-
frared divergent terms between di↵erent channels, we
have implemented all purely gluonic subprocesses to
Higgs-plus-jet production through to NNLO into a
parton-level event generator. With this program, we can
compute any infrared safe observable related to H + j
final states to NNLO accuracy. The Higgs decay to two
photons is included, such that realistic event selection
cuts on the photons can equally be applied once mul-
tiple di↵erential distributions become available. Renor-
malization and factorization scales can be chosen on an
event-by-event basis.

For our numerical computations, we use the
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FIG. 2. (a) Transverse momentum distribution of the Higgs
boson in inclusive H + 1j production in pp collisions withp
s = 8 TeV at LO, NLO, NNLO and (b) Ratios of di↵erent

perturbative orders, NLO/LO, NNLO/LO and NNLO/NLO.

NNPDF2.3 parton distribution functions [27] with the
corresponding value of ↵s(MZ) = 0.118 at NNLO, and
MH = 125 GeV. Default values for the factorization and
renormalization scales are µF = µR = MH , with the-
ory errors estimated from the envelope of a variation to
MH/2 and 2MH . To compare with previously obtained
results for the total cross section for purely gluonic H+j
production at

p
s = 8 TeV, we use the same cuts as

in [14]: jets are reconstructed in the kT algorithm with
R = 0.5, and accepted if pT > 30 GeV. With this, we
obtain the total cross section at di↵erent perturbative
orders as

�LO = 2.72+1.22
�0.78 pb ,

�NLO = 4.38+0.76
�0.74 pb ,

�NNLO = 6.34+0.28
�0.49 pb , (2)

in very good agreement with [14].
In our kinematical distributions and ratio plots, the

error band describes the scale variation envelope as de-
scribed above, where the denominator in the ratio plots is
evaluated at fixed central scale, such that the band only
reflects the variation of the numerator. Error bars on the
distributions indicate the numerical integration errors on
individual bins.



Dijets
pp⇒2j at NNLO is a complicated calculation: 

• many crossings and colour factors to consider 

• up to four massless partons in the final state means a large 
number of (overlapping) unresolved limits 

Start by considering: 

• what are the most important channels? 

• what are the most important colour factors in each channel? 



Channels
At low to moderate pT the gluonic initial-states (gg+qg) dominate 

At high pT quark scattering becomes important 

!

!

!

!

!

In this talk I will focus on gg+qg; qq results in preparation
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Results Part I
The following results are for: 

• gluons only subprocess 

• leading colour contribution 

• accept jets with pT > 20 GeV 

• rapidity cut |y| < 4.4 

• scale μ = μF = pT1 

• anti-kT jet algorithm R=0.7 

• MSTW2008nnlo 

•                TeV

pT 1

pT 2

pT 3

pT 4

p
s = 8



15-25% NNLO correction relative to gluons only NLO

2

liders to NNLO accuracy. The program consists of three
integration channels:

dσ̂gg,NNLO =

∫

dΦ4

[

dσ̂RR
gg,NNLO − dσ̂S

gg,NNLO

]

+

∫

dΦ3

[

dσ̂RV
gg,NNLO − dσ̂T

gg,NNLO

]

+

∫

dΦ2

[

dσ̂V V
gg,NNLO − dσ̂U

gg,NNLO

]

, (1)

where each of the square brackets is finite and well be-
haved in the infrared singular regions. For the all-gluons
channel, the construction of the three subtraction terms
dσ̂S,T,U

ij,NNLO was described in Refs. [39–41].
In the three-parton and four-parton channel, the phase

space has been decomposed into multiple wedges (6
three-parton wedges and 30 four-parton wedges), each
containing only a subset of possible infrared singular con-
tributions. Inside each wedge, the generation of multiple
phase space configurations related by angular rotation of
unresolved pairs of particles around their common mo-
mentum axis ensures a local convergence of the antenna
subtraction term to the relevant matrix element. Owing
to the symmetry properties of the all-gluon final state,
many wedges yield identical contributions, thereby al-
lowing a substantial speed-up of their evaluation.
Jets in hadronic collisions can be produced through

a variety of different partonic subprocesses, and the all-
gluon process is only one of them. Our results on this
process can therefore not be directly compared with ex-
perimental data. The all-gluon process does however al-
low to establish the calculational method, and to qualify
the potential impact of NNLO corrections on jet observ-
ables. It should be noted that the NLO corrections to
hadronic two- and three-jet production were also first
derived in the all-gluon channel [42–44], well before full
results could be completed [6, 7, 45]. In both cases, the
all-gluon results were extremely vital both for establish-
ing the methodology and for assessing the infrared sensi-
tivity of different jet algorithms [44].
Our numerical studies for proton-proton collisions at

centre-of-mass energy
√
s = 8 TeV concern the single

jet inclusive cross section (where every identified jet in
an event that passes the selection cuts contributes, such
that a single event potentially enters the distributions
multiple times) and the two-jet exclusive cross section
(where events with exactly two identified jets contribute).
Jets are identified using the anti-kT algorithm with res-

olution parameter R = 0.7. Jets are accepted at central
rapidity |y| < 4.4, and ordered in transverse momentum.
An event is retained if the leading jet has pT1 > 80 GeV.
For the dijet invariant mass distribution, a second jet
must be observed with pT2 > 60 GeV.
All calculations are carried out with the

MSTW08NNLO gluon distribution function [46],
including the evaluation of the LO and NLO contri-
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FIG. 1: Inclusive jet transverse energy distribution, dσ/dpT ,
for jets constructed with the anti-kT algorithm with R = 0.7
and with pT > 80 GeV, |y| < 4.4 and

√
s = 8 TeV at NNLO

(blue), NLO (red) and LO (dark-green). The lower panel
shows the ratios of NNLO, NLO and LO cross sections.

butions [47]. This choice of parameters allows us to
quantify the size of the genuine NNLO contributions
to the parton-level subprocess. Factorization and
renormalization scales (µF and µR) are chosen dynami-
cally on an event-by-event basis. As default value, we
set µF = µR ≡ µ and set µ equal to the transverse
momentum of the leading jet so that µ = pT1.
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FIG. 2: Scale dependence of the inclusive jet cross section for
pp collisions at

√
s = 8 TeV for the anti-kT algorithm with

R = 0.7 and with |y| < 4.4 and 80 GeV < pT < 97 GeV at
NNLO (blue), NLO (red) and LO (green).

In Fig. 1 we present the inclusive jet cross section for
the anti-kT algorithm with R = 0.7 and with pT >
80 GeV, |y| < 4.4 as a function of the jet pT at LO,
NLO and NNLO, for the central scale choice µ = pT1.
The NNLO/NLO k-factor shows the size of the higher
order NNLO effect to the cross section in each bin with



Results Part II
In recent runs make a number of changes: 

• scale μ = μF = pT , not  pT1 

• NNPDF3.0_as_0118 

• R=0.4 

• normalize K-factors to full NLO 

• include more channels and colour factors 

• N
2
 corrections to gg 

• N NF corrections to gg 

• N
2
 corrections to qg 

•                     TeV
p
s = 13
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Conclusions
Predictions look very different from old results: 

• new scale choice pT 

• new channels: N NF gg and N2 qg 

• run II energies, smaller R 

• K-factors now quoted with reference to full NLO 

New features to be added soon: 

• N NF correction to qg + NF
2 correction to gg and qg 

• N2, N NF, NF
2 corrections to qq channel - high pT jets 

These new features will change the results again; then we can talk about physics!



Summary
• Several impressive tools available for NNLO jet studies 

• Phenomenology is moving very quickly 

• Focus is shifting from developing techniques to 
exploiting power of NNLO calculations 

• Computationally demanding, need to think about how 
best to use them 

• bring on the Run II data!


