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OUTLINE

 Database replication…what is that?

 How do we configure the database replication 

technology?

 Problem, which problem?

 Which tests were carried out?

 How the problem was solved out?

 Conclusions

27/05/16tCSC 2016: "Efficient and Parallel Processing of Scientific Data"1



27/05/16tCSC 2016: "Efficient and Parallel Processing of Scientific Data"2

Database Replication…what is that?
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How do we configure the database replication 

technology?

27/05/16tCSC 2016: "Efficient and Parallel Processing of Scientific Data"3
3

Redo

Logs

DataPump

Target 

Database

Source

Database

Extract Replicat

Trail

Files

Trail 

Files

NETWORK



4

Problem, which problem?



What tests were carried out?

 Generic workload -> 1000000, 3000000 and 6000000 DML operations

 Two different configurations: Remote and Normal. Both cases playing with BATCHSQL

 RC -> (Controlled by CERN, No Data Pump)

 NC -> (Replicat on Tier-1s side, Data Pump: configured with COMPRESS parameter)

 Due to I/O wait times -> “trail fails” handling optimization.

 If reaching maximum CPU (90-100%) -> additional Replicat process creation  

for balancing and avoid bottlenecks.

 All the Tier-1s have same Kernel TCP parameters configuration
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How the problem was solved out?
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Kernel TCP

parameters

• net.core.rmem_max

• net.core.wmem_max

• net.ipv4.tcp_rmem

• net.ipv4.tcp_wmem

• net.ipv4.tcp_window_scaling

RMTHOSTOPTIONS 

[, COMPRESS] 

[, COMPRESSTHRESHOLD] 

[, ENCRYPT algorithm [KEYNAME key_name]] 

[, PARAMS collector_parameters] 

[, STREAMING | NOSTREAMING] 

[, TCPBUFSIZE bytes] 

[, TCPFLUSHBYTES bytes] 

[, TIMEOUT seconds]

DATA PUMP 

parameter file



Results
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 Example: Summary of Normal Configuration with BATCHSQL

Normal Configuration BACHSQL No Compress

6000000 TIME (seconds) LCR/s (K) txns

BNL 6940 2.6 2.59

TRIUMF 7860 2.3 2.29

RAL 1680 10.7 10.71

IN2P3 1680 10.7 10.71

Normal Configuration BACHSQL Compress

6000000 TIME (seconds) LCR/s (K) txns

BNL 1520 11.8 11.84

TRIUMF 1820 9.8 9.89

RAL 1520 11.8 11.84

IN2P3 1520 11.8 11.84



Conclusions

 Remote configuration was better because of manageability

 For Production workload BATCHSQL does not affect us on the 
performance

 There was not so much difference on the throughput between 
configurations

 COMPRESS makes performance faster but on the other hand CPU
consumption is high

 RAL and IN2P3 are the faster ones. TRIUMF kept working slow 
comparing to other Tier-1s. Location is important

 TESTS in different levels are always important. The change improved
availability and performance of the data replication services
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Questions?
THANKS FOR YOUR ATTENTION!
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