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Overview
• The notion of a jet-image 

• Image pre-processing 

• Unique considerations 

• Deep Architectures + performance 

• Isolating “the physics” — how can we learn from deep 
learning?



The jet-image
• Powerful, but simple analogy from M. Kagan et al. [1] 

• Treat the detector as a camera — calorimeter towers as pixels, and 
depositions as intensity
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The jet image

jet-images with di↵erent energies. This step is analogous to the standardizing the

lighting conditions of images.

5. Binning: In many cases, the expected jet-images may vary significantly with a

known variable; in this case, the variable can divide a class of jet-images into a set

of sub-classes with more uniform jet-images. For instance, if the total transverse

energy of the jet-image or the �R between the subjets causes significant variations,

jet images can be binned into di↵erent ranges of the variable. This is analogous to

separating images based on the facial expression. A di↵erent discriminant can then

be trained separately for each sub-class.

(a) Jet-image prior to rotation (b) Rotated pixel grid (c) Jet-image after projection

onto rotated grid, before transla-

tion

(d) Average jet-image, prior to

rotation

(e) Average jet-image, after pre-

processing

Figure 1: The preprocessing of jet-images and the impact on the average jet-image for

W jets in which the leading jet with pT between 200 and 250 GeV. Note that the grid

in figure 1c appears shifted down to represent the jet-image before translation, which is

subsequently translated such that the leading subjet lies in the location (Q1 ⇠ 1.5, Q2 ⇠
1.25) as see in the final average jet-image of figure 1e.

An example of the image preprocessing with jets from hadronically decaying W bosons

can be seen in Figure 1 plotted using the ⌘ and � coordinates of the pixels relative to

– 5 –

Simple, but powerful paradigm proposed by M. Kagan et al. [2]  
  

Idea: use image processing techniques on jets!



Image details
• Proof of concept 

• Simulate pixelation conditions of the ATLAS detector 

• (0.1 x 0.1 pixels) 

• Normalization / no-normalization 

• W’ → WZ,  with W → qq, Z → ν ν 

• Require clustered subjet pT > 5% of jet pT



Image Preprocessing
• Account for symmetries of spacetime — see [2] for more details 

• Want the image to be centered at  (η, φ) = (0, 0) 

• φ-rotation is around z-axis, so this is fine 

• η-rotation is a Lorentz-boost along the z-axis, so replace Ei 
with pT,i = Ei/ cosh(ηi) 

• Image is rotated so sub-leading subjet is at −π/2 — cubic spline 
interpolation for new grid 

• Finally, flip so harder side is consistent



Image Preprocessing
• …in a picture…
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Pre-processing and the symmetries of space-time

Pre-process

Translate

Rotate

(Pixelate)

Flip

Re-grid

Translations in h 
are boosts along z
Translations in f are 
rotations in space

Radiation is symmetric 
about the jet axis

Real detectors are 
already pixelated!

Need to convert the 
rotated grid into a grid!

Parity symmetry 
about the jet axis

Image Preprocessing 

13"

•  Use subjets of  large radius jet as focal points ! like eyes in an image 
•  Make use of  symmetries ! Center, Rotate, and Flip 
•  Introduces some smearing, but huge gain in discrimination! 

Average of  
unrotated W jet 
 
Not much info! 

Average of  
rotated W jet 
 
Much better! 
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Pre-processing and the symmetries of space-time
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Pre-processing and the symmetries of space-time
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Where is the discrimination?

You can see the physics!

gluon jet background 
is a color octet, 
diffuse radiation

The distance 
between subjets 

is slightly different

less pronounced second subjet



Unique Deep Learning Considerations 
(or, why I find the problem interesting)

• Sparsity 

• Invariance 

• Can search for feature representations (rare luxury in ML) 

• CNN filters — (11x11)! These are huge! Use FFT-based 
convolutions [3] 

• Why so big?  

• Because of HEP knowledge, can “marginalize” known 
components



Visualization
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Even more non-linearity: Going Deep

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Repeat

Apply deep learning techniques on jet images! [3]

convolutional nets are a standard image 
processing technique; also consider maxout

…for a 1 channel image
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Performance

Out-performs standard and well-performing features.  
Maxout out-performs Convnet (more on this shortly)  



Understanding Performance

• Idea — Mass, ∆R, and n-subjettiness are supposed to 
capture all information 

• Method — 2D likelihood of CNN and mass/∆R/n-
subjettiness 

• Check — if P(signal | DNN) ~ P(signal | DNN, mass), 
we have learned (to a first order) the effect of mass
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Performance and a first look at what is learned
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A first indication that the networks are efficiently learning 
angular information, but not all there is about the jet mass.

(N.B. only 3 coarse bins of mass are needed to achieve the boost!)

∆R and  
n-subjettiness 

don’t help

∆R and  
n-subjettiness 

don’t help 
either

mass helps!
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Learning about learning: Conv. Filters

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Advantage of CNN is that we can visualize the filters

Data very sparse; convolution paradigm does not work as 
intended (need large filters). 

!
However, we can apply the new technique for visualization learned information 

by convolving the filters with the images



What do we learn?
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Learning about learning: Conditional Distributions

“Learned” t
21 !

little mass 
info in the 

middle



Identifying what we learn
• Can re-weight samples such that physics features have no discriminatory 

power, i.e.,  

• For a given pixel pĳ, calculate the weighted Pearson Correlation Coefficient 
over the entire test set 

• Can arrange this in an image
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Left: train without weights, apply with weights 
Right: train and apply with weights

Learning about learning: Re-weighted Phase Space

Color Flow

Energy bias



Concluding Remarks
• Treat the LHC as a camera — what can we learn about 

physics? 

• Outperform the state-of-the-art —why? 

• End-to-end learning — go to lowest level inputs 

• No loss of information 

• Great example of ML + HEP collaboration
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