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Evolution of the Universe

SKA- Key Science Drivers:
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SKA - HO In UK: telescopes in AU & SA
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CERN

Tier-0

The Worldwide LHC Computing Grid

Tier-2 sites
(about 160)

Tier-1 sites

(CERN and Hungary): _ 10 Gbis ks

data recording,

reconstruction and

distribution

Tier-1: permanent

storage, re-processing,

analysis

Tier-2: Simulation,

end-user analysis

WLCE:
An International collaboration to distribute and analyse LHC data

~170 sites,
42 countries

~750k CPU cores

~1 EB of storage

> 2 million jobs/day

10-100 Gb links

Integrates computer centres worldwide that provide computing and storage

Iesource into & single infrastructure accessible by, all LHC physicists:
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SKA Organisation: 10 countries, more to join

SN

Interested
Countries:
* France
- * Germany
Australia (Dol&S) * Japan
Canada (NRC-HIA) * Korea
China (MOST) * Malta
India (DAE) . Por'FugaI
Italy (INAF) \“‘F‘- 3 * Spain
Netherlands (NWO) T ’,\ * Switzerland
New Zealand (MED) //// s USA
South Africa (DST) //
Sweden (Chalmers) 3 /} Contact§:
UK (STFC) . Mex_lco
EEIIEEIEsEE | SIm=E E=EEN ﬁ:j:'r']d
. Full members //// African partner countries .
(non-member SKA Phase 2 host countries) e Russia

\\\\ SKA Headquarters host country
//// SKA Phase 1 and Phase 2 host countries

| This map is intended for reference only and is not meant to represent legal borders

Exploring the Universe with the world's largest radio telescope 7




- ~

SKA Data Acquisition System Overview =5

SIGNAL AND DATA TRANSPORT

e o
~50 PFlop ~250 PFlop
SKA Regional
Centres

Exploring the Universe with the world's largest radio telescope




SKA Observatory

a SKAIs a software telescope

Major software and computing challenge

a Computing challenges are significant
Science Data Processor (SDP) needs 25 PetaFLOPS/sec of delivered

processing

Very flexible and potentially easy to reconfigure

Current estimate is that SDP needs 250 PFLOP/sec peak.

Tianhe-2 — 50 PetaFLOPS/sec peak.

Memory bandwidth is ~200 PetaBytes/sec
Pulsar Search is an additional 50 PFLOP/s of
peak processing

Power efficiency required is ~40x better than
Tianhe-2

O Limitations

CERN

Because of the bandwidth requirements, have
to buy 10 x more computing than a pure
HPC system would require.

Addressing Power =

* NeedRoZchieveBEFLOPS/WattB-10@imesetter®hanRurrent@reenest?
computer.

* Need@hreeBbronged@pproach:
Algorithms

Pursuelinnovative@pproaches Look@tccelerators,thosts,Z  Usinglealf@lgorithms@nd?
toutBrocessingdimes networks@ndBtorage. fully@instrumented@ystems




Data Products from SDP

SIGNAL AND DATA TRANSPORT

* Image cubes of sky maps (Continum) 18PB n*/year
Max ~30Gbit/s Mean ~10 Gbit/s

o SDP Fourier transform of CSP time series
o Moderate external compute and model fitting
« Epoch of Re-ionisation 1.6PB/ 6 Hr ~600 Gbit/s
Only 11% duty cycle so Mean rate ~ 22 Gbit/s
o Uses calibrated aperture plane (visibility data)
o Enormous compute of power spectra
* Relativity Gravitational lensing 70PB/2500Hr 60Gbit/s
o Uses further processed aperture plane data
o Considerable compute of galaxy elipsicity
* Pulsars 4-5 PBytes/y <10Gbits
o Discovery and in depth study; timing 10 ns in 10 years
o Large physics compute
* VLBI 4 beams of 4 Gbit/s (not in the 300PB)
o Data direct from the correlator, UDP all the way
« Pl led projects ? Some fraction of observing time
+ Discovery science Whatever is available
T e e T T e e




LHC Schedule

e Peak luminosity =—Integrated luminosity
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Future Challenges

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 ...... 20307
First run LS1 Second run LS2 Third run LS3 HL-LHC FCC?
CHF/GB Price/performance evolution of installed disk server storage DataESti matesmo rmSt@Iea rfl}l L-LH CmPB) ZSOOirumeedSEorHStmear@m s
10.000 T T 1000 W ALICE ®mATLAS mCMS LHCb
| Aechitecturechange 900 WALICE MATLAS BMCMS W LHCh
0100 improvement/year 150000
. "By, ., 20%
"‘_-".::::',:‘_'.::--.._..H
0.010 o .h.“.é:‘nsl
Raw Derived CPURHS06)
1;:;:"5‘" Price/performance evolution of installed CPU servers
Data: :
. Raw 2016: 50 PB > 2027: 600 PB x60 from 2016

HOD>SSD| 5685368/ tore mem ary

o
8% 5% 1% |

W LEET W
Teeel. il TIPS
m’-.,‘__..ﬂ x2.2
“lee

1.00
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

. Derived (1 copy): 2016: 80 PB - 2027: 900 PB

Raw data volume for LHC increases exponentially and with it processing and analysis
load

Technology at ~20%/year will bring x6-10 in 10-11 years

Estimates of resource needs at HL-LHC x10 above what is realistic to expect from
technology with reasonably constant cost



LHCBciencel? Facebook?
data uploads SKAPhasel1
~200EB 180@B 2023
~300®B/year?
Googlel science@lata

searches
98#B

LHC® 2016
50@BXawata

Google
Internetrchive
~15B

Yearly@ata@olumes

HL-LHC® 2026
~600@BRawlata

SKA@PhaseRF mid-2020’s HL-LHC® 2026
~1EBBciencelata ~1EB@Physics@lata

@10 Billion of these
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North America
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Provisioning services

Moving towards
Elastic Hybrid laaS

model:
* In house resources at full
occupation

« Elastic use of commercial

& public clouds
. Assume “spot-market”

style pricing

Volunteer
Computing

= =
Venice, 8 July 2017 lan.Bird@cern.ch VM
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ommercial

CERN-IT evaluation of Microsoft Azure cloud laaS

Clouds

<

E‘\ Accessing commerci 1 1o M e
European Helix Net X. pition®, 51 sehere
a‘l € Cortiet, AT /
3
3 pCP*
o CERN, 14-02-2015
— HN-3
it ”
1BM
- a - -Systems-
sy HN—Z/ y
(i Open Telekom Cloud
- Zure
CloudSigma -
ctoudsigns AL 1 e
T-Systems CLOUDSHEAT ilDARZ -
TIE
R012 2014 201§ 2016

Running by Sito

Running CMS Batch Jobs

CMS global pool

11131600 117140000 11/1408:00  11/14 16:00
HEP Cloud/GCE

~ CMS Global Pool

Runnr'rg jobs
30 Days from 2016-01-11 to 2016-02-11
v T T T

a0

L0

Via Fermilab
HEPCloud:

CMS Amazon Web
Services (AWS)
Usage

Fermilab Tier-1

D00

2160120 A0y 2020-02-26 T Zeazal 20860204 140200 He-zie
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SKA Regional Centres

d
d
d

d

SKA envisage a network of regional centres
Modelled on the LHC Tierw

Not part of SKA, or funded by SKA, but:
= Essential to generate science

= Coordinated with assistance from SKAO and accredited with
SKAO

Principle functions

= Take data products generated by SDP and turn them into
science

=  Support regional astronomers with their data processing.
= Act as centres for domain expertise.



Regional Centre Concept:

Science
Processing
Centre

Science
Processing
Centre

Observatory

Exploring the Universe with the world's largest radio telescope

Regional

Users

Centre 1

/\

Users

Regional

Users

Centre 2

Users

Users

Users

Regional

\

Centre

Users

N

User Community
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Regional Centre Network =i

USS.1M/Year

Ve

»

pid
]

USS.1M/Year

Fibre Cable Systems — SKA relevant
----- Major NREN Paths — SKA relevant

Exploring the Universe with the world's largest radio telescope 20



10-year challenges

O HL-LHC will be a multi-Exabyte challenge

Storage and compute needs x10 above what naive technology extrapolation
will bring

Need to drive down costs: focus on performance, efficiency, operations, etc.
=>changes in computing and infrastructure models are necessary

O SKAwill have similar data volumes on the same time-scale
aQ Opportunity for synergy — in particular in large scale facilities

SKA and LHC likely to be co-located in major facilities

QO Butthere is experience:

~15 years of grid development and successful operation for science
CERN has been operating a distributed DC for ~5 years

Large internet companies provide tools and experience that did not exist when
we started WLCG

Tools for managing interconnected DCs, cloud provisioning, etc.
Starting to prototype federated structures for the future

Venice, 8 July 2017 lan.Bird@cern.ch
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HL-LHC computing cost parameters

Business of the experiments:
amount of Raw data, thresholds;
Detector design long term
computing cost implications

Parameters

Software
Performance

Venice, 8 July 2017

Core
Algorithms

Business of the experiments:
reconstruction, and
simulation algorithms

New grid/cloud models; optimize
CPUY/disk/network; economies
of scale via clouds, joint
procurements etc.

lan.Bird@cern.ch
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Software

a Not just a HEP problem

a Transistors go into many cores, co-

processors, vector units, etc.

a Memory access and I/O paths also

become problematic

O  Getting performant software requires
significant investment in skills
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No supercomputer runs

real applications faster than
five percent of its design
speed. Robert Roe and
Tom Wilkie report on
recalibrating expectations of
exascale and on efforts to
tune software to run faster

S he speed with which

R

The new realism:
software runs slowly
on supercomputers

director of the HLRS centre in

Stuttgart, Germany. The HLRS was not targeting
exascale per se, he said, because the centre’s focus
was on the compute power it could actually
deliver to its users.

According to Resch, simple arithmetic meant
that if an exascale machine achieved a sustained
performance of only 1 to 3 percent, then this
would deliver 10 to 30 Petaflops. So buying a 100
Petaflop machine that was 30 per cent efficient —
which should be achievable, he claimed - would
deliver the same compute power, for a much
lower capital cost and about one tenth the energy
cost of an exascale machine.

‘The Jiilich Supercomputing Centre (JSC)

in Germany is tackling the issues of software

age our users to try and reach exascale
readiness!

At the Lawrence Livermore National
Laboratory, effort is going into developing APls
and tools to create applications and effectively
optimise how code is run on a cluster. Supinski
stated that the LLNI plan was to use a
programming tool developed at Livermore called
Raja. “The idea of Raja is to build on top of new
features of the C++ standard. The main thing
that we are looking at is improving application
performance over what we are getting on Sierra,
Sequoia, and Titan. Application performance
requirements are what we really care about”

‘The US Coral programme means that
n systems with

will be runnin;

, 8 July 20117
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Possible Model for future HEP computing infrastructure

1

0 0
Cloud users:
Analysis

)

e A0 E H (e
Simulation resources
HEP Data lake m

Storage and compute

HEP Data cloud

Storage and compute

A data lake is a place to put

all the data enterprises
(may) want to gather, store, . AT

analyze and turn into R "
insights and action, including

. structured, semi-structured g oo el
S and unstructured data




s

Hadoop and Analytics o=
° =11
0 Hadoop Production Serwce—-

ad New scalable data services @ Parus

= Scalable databases Wy X
. Hadoop ecosystem = ' |
. Time Series databases

a Big Data Analytics
a Activities and objectives

Develop projects and services with/for users
Support of Hadoop Components
Further value of Analytics solutions

Define scalable platform evolution based on
requirements

Venice, 8 July 2017 lan.Bird@cern.ch
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Machine Learning 1948 the HiggsML challenge

May to September 2014

ML in Atlas High Energy Physics ts Machine Learning
S R WSS L

Machine Learning (or rather Multi Variate Analysis as we used to
call it) used almost since first data taking (2010) for reconstruction
and analysis

In most cases, Boosted Decision Tree with Root-TMVA, but recent

L

explosion of usage and studies (see later) « Data taking
. - Real time event categorization
0 CImptny)| DN LR LIRSt Loy s il Ko » Data monitoring & certification robot

- » Data Reconstruction
e N Flavours of Physics: Finding T — ppp > Calorimeter reconstruction

> Boosted object jet tagging

Competiion Details » Get the Data » Make a » Data Processing
) » Computing Resource Optimization
Identify a rare decay phenomenon > Predicting data popularity

> Intelligent networking

v

Data Analysis

» CMS assistance service

- Big data reduction and analysis
> Model independent search

HEP tracking...

...fascinates ML experts

Machine learning and data analytics are hot topics at CERN openlab workshop

Venice, 8 July 2017




CERN Auth
CERN Cloud
SWAN e [
| Web Portal —jupyterhub

Container Scheduler

aQ Provides a web-based
analysis facility — via

notebooks
O Transparent accessto — ——
scalable back-end analysis (Software)
Infrastructure ’
=  Clouds, Spark, Hadoop, '
ML, etC (User Files) G

A Performance is defined by

the infrastructure

Q Provides the analysis ,

Ponal ina data cloud” or s o

data lake” model

Venice, 8 Ji
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Conclusions

a

a

In the next decade HL-LHC and SKA will be the
leading Exabyte-scale scientific big data challenges

Computing & software challenges and concerns
are often similar or complementary

Evolution of computing models must be very agile
to be able to adapt to a rapidly evolving landscape
of new technologies & funding opportunities

Many opportunities for synergy, collaboration, and
leadership in scientific big data
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