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The Hyper-K Collaboration

Collaboration formed in January 2015

~300 members and growing from 15 countries

Hyper-K beam given the highest priority from the KEK Project Implementation Plan (PiP)
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Hyper-Kamiokande design
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Broad Science Program with Hyper-K
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Please see:

Luis Labarga’s talk: Neutrino 

oscillation physics at Hyper-

Kamiokande

06/07/2017, 17:30

Jost Migenda talk:

Astroparticle Physics in Hyper-

Kamiokande

08/07/2017, 10:45 (Astroparticle

physics)

CPV, hierarchy ,θ23 octant

SK

All visible modes 

https://indico.cern.ch/event/466934/contributions/2589562/
https://indico.cern.ch/event/466934/contributions/2587626/


3 Generations of Kamioka Detector
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x17 x10

(X17 fiducial mass)



3 Generations of Kamioka Detector
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x17 x10

(X17 fiducial mass)

Observation of SN987A
Discovery of neutrino 

oscillation

Observation of 

electron neutrino 

appearance

?



Beamline

Upgraded J-PARC neutrino beam. 

New/upgraded near detectors
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260

Nominal  Design:  

1st tank in Tochibora

with the second tank 

following after 6 years
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J-PARC Neutrino Beam Upgrade
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1.3 MW

• Increase of protons per pulse from current 2.1x1014 to 3.2x1014

• Power improvement largely achieved through rep rate increase from 0.4 to 0.8 Hz

• 750 kW will be achieved after 2018 Main Ring power supply magnet upgrade

• Increase of the J-PARC beam power to >1.3 MW by 2026 (Hyper-K start)



New Intermediate WC detector (at ~1.2 km) being 

investigated (E61, merger of TITUS and NuPrism)

• Off-axis angle spanning orientation

• Gd loading to measure neutron production

Tokai to Hyper-Kamiokande
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Near detector ND280 to continue for 

Hyper-K

Use upgraded J-PARC neutrino beam 

line (same as T2K) with expected 

beam power > 1.3MW, 2.5o off-axis 

angle, narrow-band beam at ~600MeV

Please see next talk 

(Dr. Michael Wilking) for more 

details of intermediate 

detectors



Time line
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Cavern & Tank

▰Cavern geological surveys and fine element analysis 

undertaken

▰Water containment: 3 layers of lining
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1. Outer water-proof sheet

2. Concrete linning

3. High Density Polyethylene (HDPE) lining



Tank & PMT Support

▰Tanks Steel

▰PMT support: seismic 

response analysis no 

earthquake damage
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Upgraded Photo sensors
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OD, Pressure Vessels and MPMTs
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PMT Covers Multi-PMTs (MPMTs)

OD: Working on designs for the OD including:
• 3” and 5” PMTs from various manufacturers (good tts)

• PMT housing and distributions

• Use of wavelength shifting plates and housings



Electronics

Candidates for signal digitisation:

1. Charge to time converter with 

FPGA-based TDC (similar to sk)

2. FADCC (~100MHz) +digital signal 

processing

3. Digitisation based on switch 

capacitor array

Front-end electronics requirements:

▰ Wide Charge dynamic range

▻ 0.1 ~ 1250 p.e.

▰ Good timing resolution

▻ ~ Sub ns

▰ Self triggering

▻ ~ Channel by channel

▰ Low power consumption

▻ < 1W/ch

▰ Place modules in the water
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QTC 

evaluation 

baord



DAQ
DAQ Requirements

▰ DAQ system will readout all the digitised hits

▰ Hits will be buffered in case of supernova

▰ Simple nhits trigger and more advanced triggering 

▰ System needs to be fault tolerant 

ToolDAQ

ToolDAQ is an open source modular scalable DAQ Framework that is 

being used to develop the DAQ software for Hyper-K.

GPUs have been used to develop some of the advanced trigger 

algorithms and integrated into the DAQ using ToolDAQ.

Preliminary results show a 5 order of magnitude performance increase
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ToolDAQ Features
• Pure C++
• Fast Development
• Very Lightweight
• Modular 
• Highly Customisable / Hot swappable modules
• Scalable (built in service discovery and control)

• Fault tolerant (dynamic connectivity, discovery, message 
caching)

• Underlying transport mechanisms ZMQ (Multilanguage 
Bindings)

• JSON formatted message passing
• Few external dependencies (Boost, ZMQ)

TPU

TPU

TPU

EBUEBU

FEE

FEE

FEE

s
w

it
c
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RBU
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FEE
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w
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RBU

Offsite 

backup/ 

processing

Run 

control / 
monitoring



Hyper-K Calibration
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Hyper-K Sensitivity to δcp
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7.2o 23o



δcp Comparison with DUNE

Exclusion of sinδcp= 0

▰ >8σ(6σ) for δcp= -90o(-45o)

▰ ~80% coverage of δcp parameter space with >3σ
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Based on “Status of DUNE 2017”

Fermilab Users Meeting

Less matter effect

76% 57%



CP with Korean detector (T2HKK)

As the second tank will be staged, the 

concept of putting the second tank in Korea 

with a different baseline has been studied.

Advantages of second tank in Korea:

▰ Measure CP effect at second oscillation maximum: 3 times larger

▰ Mass hierarchy sensitivity to compliment the measurement with 

atmospheric neutrinos

▰ Reduced backgrounds due to deeper site (>800m)
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Hierarchy in Korea
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JP

KD



Summary
▰ Collaboration growing ~300 members from 15 countries

▰ Optimized detector tank configuration: 

▻ − Built on technology established with past/ongoing 

experiments

▻ − Higher photodensity, improved PMTs.

▻ International R&D efforts in photo-sensors, 

calibration, geological surveys and electronics well 

underway

▻ CP violation: 

▻ − δ𝐶𝑃 precision 7o(23o) for δ𝐶𝑃 =0o(90o) 

▻ − 76% coverage δ𝐶𝑃 at 3σ
▰ A rich physics program (atmospherics, SN, solar,…) 

▰ Construction to begin in 2018 with turn on in 2026

Many talks about Hyper-K physics:
Next: An Intermediate Water Cherenkov Detector for the T2K and Hyper-K 

Experiments

Later: Neutrino oscillation physics at Hyper-Kamiokande and p decay

Astro: Astroparticle Physics in Hyper-Kamiokande
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https://indico.cern.ch/event/466934/contributions/2591436/
https://indico.cern.ch/event/466934/contributions/2589562/
https://indico.cern.ch/event/466934/contributions/2587626/


Extra
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Uncertanties
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Near detectors
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Oscillation
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Proton decay

36



37



38



39



Solar & SN
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Other physics
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DAQ
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ToolDAQ is an open source DAQ Framework developed here in the UK.

It was deigned to incorporate the best features of other frameworks whilst:

1. Being very easy and fast to develop DAQ implementations in a very modular way. 

2. Including dynamic service discovery and scalable network infrastructure to allow its 
use on large scale experiments.
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ToolDAQ Framework

Features
• Pure C++
• Fast Development
• Very Lightweight
• Modular 
• Highly Customisable / Hot swappable modules
• Scalable (built in service discovery and control)

• Fault tolerant (dynamic connectivity, discovery, 
message caching)

• Underlying transport mechanisms ZMQ 
(Multilanguage Bindings)

• JSON formatted message passing
• Few external dependencies (Boost, ZMQ)



GPU TPU Development

Test Vertices Algorithm Processing time
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Current HK DAQ Design

Features:

▰FEEs can be rerouted to be read out by any RBU

▰Broker assisted communication between RBU TPU 
and EBU

▰Master slave Broker redundancy

▰Dynamic routing and fault tolerance (hot swapable)

▰Ability to switch on and off parts of the detector from 
the data stream

▰TPU farm (GPU based)

▰Supernova buffer 

▰Centralised run control and monitoring/logging
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Other
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