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• t →n+hadrons - TAU-16-002 

• Jet flavour:  
• b-jets - DP-2017-013 
• c-jets - BTV-16-001 
• quarks vs. gluons - CMS-JME-16-003 

• Boosted objects: 
• t → bqq - CMS-JME-16-003 
• W/Z → qq - CMS-JME-16-003 
• X → bb (not discussed in this talk) BTV-15-002

What do we identify?
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http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TAU-16-002/
http://cds.cern.ch/record/2243476/files/DP2017_002.pdf
http://cds.cern.ch/record/2205149?ln=en
http://cds.cern.ch/record/2256875/files/JME-16-003-pas.pdf
http://cds.cern.ch/record/2256875/files/JME-16-003-pas.pdf
http://cds.cern.ch/record/2256875/files/JME-16-003-pas.pdf
http://cds.cern.ch/record/2195743?ln=en


Why? - from our spokesman LHCP highlights
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Top Pair Cross Sections

15/05/17 J. Butler, CMS Status, LHCP 12 

Factory$ Quark$ Cross$
SecUon$(nb)$

Luminosity$
(cmI2sI1)$

B$(KEKb)$ Bo?om$$ 1.15$(Y(4S))$ 2.11x1034$$

LHC$ Top$$ 0.82$(incl$t;t)$ 1.51x1034$

Top$pair$rate$is$>$10$Hz,$enabling$us$to$
address$much$more$precise$ques:ons$
•  Single$and$double$differen:al$cross$

sec:ons$$
•  Rare$(FCNC)$decays$
•  CP$viola:on$(a$beginning)$
•  Width$and$more$complex$methods$

for$measuring$the$mass$
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;$
Top$pair$produc:on$$at$13$TeV$CM$
energy$is$mainly$(80%)$produced$by$
gluons,$providing$important$
informa:on$on$the$$gluon$distribu:on$
at$rela:vely$high$x,$up$to$$~0.25$

CMS:$$$$$$835$±$33$pb$
Theory:$$816$±$42$pb$

Higgs #τ+τ-

15/05/17 J. Butler, CMS Status, LHCP 19 

•  $Four$decay$topologies$for$τ+τ�:$eµ,$eτh,µτh,τhτh$
•  Three$produc:on$modes:$0;jet$(gg),$VBF,$boosted$(addi:onal$

objects)$
•  Irreducible$sources$of$systema:cs:$W+jets,$DY$Z/γ$#ll,ττ,$t;tbar,$

QCD$

τ+τ�, µτ  most$sensiUve$ µ(signal$strength)=$1.06$+0.25;0.24$
Significance$4.9$σ;$CMS$combined$will$be$>$5$σ

HIGI16I043$

SUSY Searches

15/05/17 J. Butler, CMS Status, LHCP 25 

Broad$program:$19$searches$completed$with$full$2016$CMS$dataset,$
with$several$already$submi?ed$to$journals$
•  Probing$different$models$(inclusive$produc:on,$strong$and$electroweak$

produc:on,$and$3rd$genera:on$spar:cles$(stops)$
•  Different$final$states(with$leptons,$photons,$jets)$and$analysis$techniques$

Boosted Objects, e.g.,  
Vector Like Quarks

15/05/17 J. Butler, CMS Status, LHCP 27 

Resolve into two subjets

Limit:
Expected:  1245 GeV
Observed: 1365 GeV

B2GI17I003$
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π-
γ

e-

e+

η

φ Run2 
variable strip size 
function of e pT

Run1

fixed strip size

• better acceptance for genuine taus 
• lower probability that a tau product is accounted as 

isolation candidate 
• signal cone shrinks at hight pT, better fake rejection 
• exploited further as part of isolation

ECal

Taus

5Mauro Verzetti - U. Rochester

6EPS-HEP 2013, Stockholm

Identification of τ
h

◎ Reconstruction of individual decay modes 
(Hadron-plus-strip algorithm. HPS)
○ Particles by Particle Flow algorithm used
○ 1-prong, 1-prong+π0's, 3-prongs

◎ Isolation

○ Multivariate discriminant based on Σp
T
 of 

particles in rings around τ
h

○ Pileup mitigated with FastJet rho used by 
isolation MVA

◎ Additional selection to reject leptons

 2

Tau mass

Distribution of visible mass of the τ
h
 

leptons in μτ
h
 events

Points with error bars correspond to 
observed data; filled histograms 
correspond to simulated events with 
genuine τ

h
's from Z→τ

μ
τ

h
 divided 

accordingly to their reconstructed decay 
mode: h±h±h-/+ (pale yellow), h±π0 
(yellow), h± (orange), objects 
misidentified as τ

h
 from Z→μμ (blue), 

electroweak processes such as W+jets, 
VV (red), QCD multijets (pink) and ttbar 
(purple); shaded band corresponds with 
uncertainty of τ

h
 identification efficiency. 

DP-2017-002

t±→p± n t±→rn→p±p0n 

t±→a1n→p±p0p0n

t±→a1n→ 
p±p±p∓n

Riccardo Manzoni - Università & INFN Milano Bicocca
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• better acceptance for genuine taus 
• lower probability that a tau product is accounted as 

isolation candidate 
• signal cone shrinks at hight pT, better fake rejection 
• exploited further as part of isolation

ECal

TAU-16-002

Run2: 
variable strip size 
function of e/g pT

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf
http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TAU-16-002/
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5.4 Tau discriminators against electrons 9
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Figure 3: Misidentification probability as a function of th identification efficiency, evaluated
using H ! tt and QCD MC samples (left), and Z0 (2 TeV) and QCD MC samples (right). The
MVA-based discriminators are compared to that of the isolation sum discriminators. The points
correspond to working points of the discriminators. The three working points of the isolation
sum discriminator are Loose, Medium, and Tight working point. The six working points of the
MVA-based discriminators are Very Loose, Loose, Medium, Tight, Very Tight, and Very Very
Tight working point, respectivey. The misidentification probability is calculated with respect
to jets, which pass minimal t reconstruction requirements.
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Figure 4: Efficiency of the th identification estimated with simulated Z/g⇤ ! tt events (left)
and the misidentification probability estimated with simulated QCD multi-jet events (right) for
the Very Loose, Loose, Medium, Tight, Very Tight, and Very Very Tight working points of the
MVA based th isolation algorithm. The efficiency is shown as a function of the th transverse
momentum while the misidentification probability is shown as a function of the jet transverse
momentum.

Traditional cut-based 
approach on isolation.

Additional MVA (BDT) 
approach including strip shape 
and lifetime information

MVA approach outperforms 
the cut-based one

TAU-16-002

M. Flechl, 2017/05/15: TauID ATLAS and CMS 3

tau leptons: basic facts

 only lepton that can decay 

hadronically (65%)

 m
τ
=1.78 GeV

 life time 3.10-13 s

• A 50-GeV-τ travels 3mm [expected]

 Hadronic τ decays are characterized by

• 1 or 3 charged hadrons    [99.9%]

• 0—2 neutral hadrons       [99%]

• finite travel length

■ impact parameter / secondary vertex

• large EM component (via π0→γγ)

• low visible mass m
vis

<m
τ

PDG

Main background:
  - hadronic jets (rate!)
  - electrons
  - muons

for 1-track 

jet

τ
h

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TAU-16-002/


Distribu)on	of	µτh	visible	mass	

5	

Figure-1:	The	distribu)on	of	the	invariant	mass	of	the	visible	decay	products	of	the	Z	à	
τµτh	decay,	for	events	where	the	τh	candidate	pass	the	tau	Isola)on	(le_)	and	for	the	
events	where	the	τh	candidate	fail	the	tau	isola)on	(right).	The	distribu)ons	are	for	
MVA	isola)on	with	)ght	working	point	and	before	applying	maximum	likelihood	fit.			

Taus
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Measurement	of	e	à	τh																
mis-iden)fica)on	probability	

14	

Figure-5:	The	visible	mass	distribu)on	of	the	eτh	pair	a_er	the	maximum	
likelihood	fit	with	Z	à	ee	event	selec)on	where	the	probe	electron	is	
reconstructed	as	τh	and	passes	the	medium	working	point	of	the	MVA-based	an)-
electron	discriminator.	The	probe	in	these	plots	lie	within	|η|	<	1.46	(le_)	and	|η|	
>	1.558	(right).		The	Data/MC	scale	factors	for	different	working	points	of	the	
discriminator	are	about	1.3	to	1.6	with	10	to	20%	uncertainty.		
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Figure-6:	The	visible	mass	distribu)on	of	the	µτh	pair	a_er	the	maximum	likelihood	fit	with	Z	à	µµ	
event	selec)on	where	the	probe	muon	is	reconstructed	as	τh	and	passes	the	loose	(le_)	and	)ght	
(right)	working	points	of	the	an)-muon	discriminator.	The	probe	in	this	plot	lies	within	|η|	<	0.4.	The	
Data/MC	scale	factors	are	obtained	for	µ	à	τh	mis-iden)fica)on	probability	which	are	about	unity	in	
the	central	region	(|η|	<	1.2)	of	the	detector	but	varies	up	to	about	2	for	the	higher	η	region	(|η|	>	
1.2)	due	to	the	imperfect	simula)on	of	the	muon	detector	in	the	endcap.	The	uncertain)es	on	the	
scale	factor	vary	from	about	2(5)%	in	the	central	region	of	detector	to	10(20)%	for	|η|	>	1.2	for	loose	
()ght)	working	point.			
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Use Z → tt, ee, µµ as standard 
candle to measure efficiency and 
mis-tagging rate

CMS-DP-2017-006

https://cds.cern.ch/record/2255737


Heavy flavors



Heavy flavor jets
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PV

jet

tracks

SV

e/µ

DP-2017-005

super
combined

combined

Track-based 
tagger

Secondary 
vertex (SV) 

based tagger

Soft-lepton (SL) 
based tagger

Jet Probability

CSVv2 
DeepCSV

cMVA  

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf


Heavy flavor jets
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PV

jet

tracks

SV

e/µ

ROCs for b-tagging

3

Performance of the b jet identification efficiency algorithms demonstrating the probability 
for non-b jets to be misidentified as b jet as a function of the efficiency to correctly 
identify b jets. The curves are obtained on simulated ttbar events using jets within tracker 
acceptance with pT>30 GeV, b jets from gluon splitting to a pair of b quarks are 
considered as b jets. The lines shown are for CSVv2, DeepCSV, and cMVAv2. cMVAv2 
uses also the information from the soft leptons inside jets, while CSVv2, DeepCSV do 
not. The performance in this figure serves as an illustration since the b jet identification 
efficiency depends on the pT and η distribution of the jets in the topology as well as the 
amount of b jets from gluon splitting in the sample.

shallow NN + likelihood

BDT Deep NN

DP-2017-005

DeepNN shows best performance

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf


Heavy flavor jets
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ROCs for b-tagging

3

Performance of the b jet identification efficiency algorithms demonstrating the probability 
for non-b jets to be misidentified as b jet as a function of the efficiency to correctly 
identify b jets. The curves are obtained on simulated ttbar events using jets within tracker 
acceptance with pT>30 GeV, b jets from gluon splitting to a pair of b quarks are 
considered as b jets. The lines shown are for CSVv2, DeepCSV, and cMVAv2. cMVAv2 
uses also the information from the soft leptons inside jets, while CSVv2, DeepCSV do 
not. The performance in this figure serves as an illustration since the b jet identification 
efficiency depends on the pT and η distribution of the jets in the topology as well as the 
amount of b jets from gluon splitting in the sample.

multi-layer perceptron + likelihood

BDT Feed-forward dense DNN

DP-2017-005

SFs for CSVv2 and DeepCSV

7

Comparison between the scale 
factors measured by different 
methods in ttbar events (Kin, 
TagCount, TnP, IterativeFit), the 
combined scale factors obtained 
from the muon enriched sample 
(mu+jets), and the combined scale 
factors obtained from ttbar and 
muon enriched samples (comb). 
The "comb" combined scale factors 
are based on the mu+jets, Kin and 
TnP measurements for CSVv2 and 
on the mu+jets and Kin 
measurements for DeepCSV. The 
scale factors measured in the muon 
enriched sample are averaged over 
the observed pT spectrum of the b 
jets from ttbar decays. For the 
IterativeFit method a cumulative 
scale factor for jets with pT above 30 
GeV is extracted to allow a 
comparison.

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf


Charm tagging
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Use two BDT’s to discriminate the charm from the light and 
B components

(ec = 90%)

(ec = 40%)

(ec = 20%)

http://cds.cern.ch/record/2205149?ln=en
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Heavy flavor jets with DNN — DeepCSV

ROC for c vs b

4

Performance of the c jet identification efficiency algorithms demonstrating the 
probability for b jets to be misidentified as c jet as a function of the efficiency to correctly 
identify c jets. The curves are obtained on simulated ttbar events using jets within 
tracker acceptance with pT>30 GeV , b jets from gluon splitting to a pair of b quarks are 
considered as b jets. The lines shown are for CSVv2, DeepCSV CvsB, c-tagger CvsB
and cMVAv2. cMVAv2 and the c-tagger use also the information from the soft leptons 
inside jets, while CSVv2, DeepCSV do not.

DP-2017-005

ROC c vs. light

5

Performance of the c jet identification efficiency algorithms demonstrating the probability for 
light jets to be misidentified as c jet as a function of the efficiency to correctly identify c jets. 
The curves are obtained on simulated ttbar events using jets within tracker acceptance with 
pT>30 GeV , b jets from gluon splitting to a pair of b quarks are considered as b jets. The 
lines shown are for CSVv2, DeepCSV CvsL, c-tagger CvsL and cMVAv2. cMVAv2 and the c-
tagger use also the information from the soft leptons inside jets, while CSVv2, DeepCSV do 
not. The irregularity observed in the ROC curve of the c-tagger is caused by a sharp feature 
in the discriminator distribution due to jets without any selected tracks.

Dense
100 nodes x 5 layers

Charged (8 features) x6

Secondary Vtx (8 features) x1

Global variables (12 features)

Output classes:
b, bb, c, l

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf
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Heavy flavor jets with DNN — Trying deeper networks

Charged (8 features) x6

Secondary Vtx (8 features) x1

Global variables (12 features)

Dense
100 nodes x 5 layers

Output classes:
b, bb, c, l

DP-2017-005

Charged (16 features) x25

Secondary Vtx (17 features) x4

Global variables (6 features)

Dense
350 nodes x1,
100 nodes x6

Output classes:
b, bb, c, l

Neutral (8 features) x25

1x1 conv. 64/32/32/8

1x1 conv. 32/16/4

1x1 conv. 64/32/32/8

Deep Flavor

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf
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Heavy flavor jets with DNN — Trying deeper networks

DP-2017-013

Charged (16 features) x25

Secondary Vtx (17 features) x4

Global variables (6 features)

Dense
350 nodes x1,
100 nodes x6

Output classes:
b, bb, c, l

Neutral (8 features) x25

1x1 conv. 64/32/32/8

1x1 conv. 32/16/4

1x1 conv. 64/32/32/8

Deep FlavorFigure 3: Performance of the b jet identification algorithms demonstrating the probability 
for non-b jets to be misidentified as b jet, as a function of the efficiency to correctly 
identify b jets. The curves are obtained on simulated ttbar events using jets within 
abs(η)<2.4 and with pT>30 GeV. The b jets from gluon splitting to a pair of b quarks are 
considered as b jets. The lines shown are for DeepCSV (retrained for the Phase 1 
detector geometry), NoConv, and DeepFlavour. The NoConv algorithm serves only for 
comparison. The absolute performance in this figure serves as an illustration since the b 
jet identification efficiency depends on the pT and η distribution of the jets in the topology 
as well as the amount of b jets from gluon splitting in the sample.

5

Figure 4: Performance of the DeepCSV (retrained for the Phase 1 detector geometry) 
and DeepFlavour b jet identification algorithms demonstrating the probability for non-
b jets to be misidentified as b jet, as a function of the efficiency to correctly identify b 
jets. The curves are obtained on simulated QCD multijet events using jets within 
abs(η)<2.4 and with 150 GeV < pT < 300 GeV. The b jets from gluon splitting to a pair 
of b quarks are considered as b jets. The absolute performance in this figure serves 
as an illustration since the b jet identification efficiency depends on the pT and η 
distribution of the jets in the topology as well as the amount of b jets from gluon 
splitting in the sample.

6

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf
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Quark / gluon likelihood
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6.2 Validation on Z+jets and dijet events 11

background rejection rate.

The input variables to the quark-gluon likelihood and the final likelihood discriminant (LD) are
shown for light-quark and gluon flavor (see Sec. 4) simulated jets in Fig. 5. The identification
efficiency to tag quark jets as a function of the gluon jet rejection is shown in Figs. 6 (a) and (b).
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6.2 Validation on Z+jets and dijet events

The discriminator is validated in data using two event selections: Z+jets events, which are
quark-enriched; and dijet events, which are gluon-enriched. By the simultaneous use of these
two control samples, the performance of the discriminator can be verified on both parton fla-
vors, and across the whole phase space. The following sections detail the event selection and
the obtained results in these two control samples. In what follows, all MC distributions are nor-
malized to the integral of the data, as the interest lies in a comparison of the variable shapes.

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Data events containing a pair or muons consistent with a Z boson decay are used for this study.
The sample is collected by single muon trigger paths with a pT threshold of 20 GeV, and corre-
sponds to an integrated luminosity of 2.3 fb�1. The event selection further requires:

• the presence of two muons of opposite charge with pT >20 GeV;
• the dimuon invariant mass to fall in the 70-110 GeV range;
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background rejection rate.

The input variables to the quark-gluon likelihood and the final likelihood discriminant (LD) are
shown for light-quark and gluon flavor (see Sec. 4) simulated jets in Fig. 5. The identification
efficiency to tag quark jets as a function of the gluon jet rejection is shown in Figs. 6 (a) and (b).
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6.2 Validation on Z+jets and dijet events

The discriminator is validated in data using two event selections: Z+jets events, which are
quark-enriched; and dijet events, which are gluon-enriched. By the simultaneous use of these
two control samples, the performance of the discriminator can be verified on both parton fla-
vors, and across the whole phase space. The following sections detail the event selection and
the obtained results in these two control samples. In what follows, all MC distributions are nor-
malized to the integral of the data, as the interest lies in a comparison of the variable shapes.

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Data events containing a pair or muons consistent with a Z boson decay are used for this study.
The sample is collected by single muon trigger paths with a pT threshold of 20 GeV, and corre-
sponds to an integrated luminosity of 2.3 fb�1. The event selection further requires:

• the presence of two muons of opposite charge with pT >20 GeV;
• the dimuon invariant mass to fall in the 70-110 GeV range;
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background rejection rate.

The input variables to the quark-gluon likelihood and the final likelihood discriminant (LD) are
shown for light-quark and gluon flavor (see Sec. 4) simulated jets in Fig. 5. The identification
efficiency to tag quark jets as a function of the gluon jet rejection is shown in Figs. 6 (a) and (b).
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6.2 Validation on Z+jets and dijet events

The discriminator is validated in data using two event selections: Z+jets events, which are
quark-enriched; and dijet events, which are gluon-enriched. By the simultaneous use of these
two control samples, the performance of the discriminator can be verified on both parton fla-
vors, and across the whole phase space. The following sections detail the event selection and
the obtained results in these two control samples. In what follows, all MC distributions are nor-
malized to the integral of the data, as the interest lies in a comparison of the variable shapes.

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Data events containing a pair or muons consistent with a Z boson decay are used for this study.
The sample is collected by single muon trigger paths with a pT threshold of 20 GeV, and corre-
sponds to an integrated luminosity of 2.3 fb�1. The event selection further requires:

• the presence of two muons of opposite charge with pT >20 GeV;
• the dimuon invariant mass to fall in the 70-110 GeV range;

multiplicity jet shape fragmentation
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of 23 nb�1, that takes into account the large prescale factors deployed. These trigger paths al-
low us to reach the low-pT regime without suffering from trigger biases as would be the case
for jet-based triggers. The offline event selection further requires

• two jets with pT > 30 GeV;
• the two pT-leading jets to be back-to-back in the transverse plane by requiring their

azimuthal difference to be greater than 2.5 rad;
• the third jet in the event to have a pT less than 30% of the average pT of the two

leading jets.

In order to minimize jet migration effects due to jet energy resolution, which could have a large
impact at low transverse momentum, a dijet tag-and-probe approach is pursued: one of the
two jets (the tag jet) is used to identify the pT interval, while the other jet (the probe jet) is used
to identify the h region and to fill the histograms with its properties (either the input variables
or the discriminant value). This is done twice per event, so that each jet is alternatively a tag jet
and a probe jet.

A comparison of the discriminator output in data and MC dijet events is shown in Fig. 8 (right)
for jets with |h| < 2 and 80 < pT < 100 GeV. A significant disagreement is visible among the
observed data and Monte Carlo predicted distributions, and a correction procedure, that will
serve also as an assessment of systematic uncertainties, will be discussed in the next section.
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Figure 8: Data-MC comparison for the quark-gluon discriminant in Z+jets (left) and dijet (right)
events for jets in the central region with 80 < pT < 100 GeV. The data (black markers) are com-
pared to the MADGRAPH/PYTHIA simulation, on which the different components are shown:
quarks (blue), gluon (red) and unmatched/pileup (grey).

6.3 Systematic uncertainties

In order to allow the estimation of systematic uncertainties in an analysis context, we estimate
the shape uncertainty on the likelihood discriminant output using a generally applicable recipe
that takes into account the discriminator shape variations observed in the validation of the sim-
ulated samples. For this purpose the data and MC samples are used to define shape differences
of the discriminant output, separately for quark and gluon jets. The shape differences are used
to quantify the combined effect of the systematic uncertainties of the MC.

In contrast to the more simplistic approach of Ref. [2], we attempt to reshape the MC distri-
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of 23 nb�1, that takes into account the large prescale factors deployed. These trigger paths al-
low us to reach the low-pT regime without suffering from trigger biases as would be the case
for jet-based triggers. The offline event selection further requires

• two jets with pT > 30 GeV;
• the two pT-leading jets to be back-to-back in the transverse plane by requiring their

azimuthal difference to be greater than 2.5 rad;
• the third jet in the event to have a pT less than 30% of the average pT of the two
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In order to minimize jet migration effects due to jet energy resolution, which could have a large
impact at low transverse momentum, a dijet tag-and-probe approach is pursued: one of the
two jets (the tag jet) is used to identify the pT interval, while the other jet (the probe jet) is used
to identify the h region and to fill the histograms with its properties (either the input variables
or the discriminant value). This is done twice per event, so that each jet is alternatively a tag jet
and a probe jet.

A comparison of the discriminator output in data and MC dijet events is shown in Fig. 8 (right)
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observed data and Monte Carlo predicted distributions, and a correction procedure, that will
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Ev
en

ts
/0

.0
4

200

400

600

800

1000

1200 Z+jets, Pythia8

Data quark

gluon undefined

 (13 TeV) -12.6 fb
CMS
Preliminary

 < 100 GeV
T

80 GeV < p

| < 2.0η|

Quark-Gluon Likelihood
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

D
AT

A

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ev

en
ts

/0
.0

4

1000

2000

3000

4000

5000

dijets, Pythia8

Data quark

gluon undefined

 (13 TeV) -123 nb
CMS
Preliminary

 < 100 GeV
T

80 GeV < p

| < 2.0η|

Quark-Gluon Likelihood
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

D
AT

A

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
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events for jets in the central region with 80 < pT < 100 GeV. The data (black markers) are com-
pared to the MADGRAPH/PYTHIA simulation, on which the different components are shown:
quarks (blue), gluon (red) and unmatched/pileup (grey).

6.3 Systematic uncertainties

In order to allow the estimation of systematic uncertainties in an analysis context, we estimate
the shape uncertainty on the likelihood discriminant output using a generally applicable recipe
that takes into account the discriminator shape variations observed in the validation of the sim-
ulated samples. For this purpose the data and MC samples are used to define shape differences
of the discriminant output, separately for quark and gluon jets. The shape differences are used
to quantify the combined effect of the systematic uncertainties of the MC.

In contrast to the more simplistic approach of Ref. [2], we attempt to reshape the MC distri-

http://cds.cern.ch/record/2256875/files/JME-16-003-pas.pdf


Boosted resonances



Boosted objects

19



24 8 W jet identification

 (GeV)
T

Jet p
500 1000 1500 2000

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

1.2

1.4
13 TeVCMS Simulation Preliminary

 < 105 GeVCHS
Pruned65 GeV < M

 < 105 GeVPUPPI
Softdrop65 GeV < M

 0.45≤ 21τ < 105 GeV + CHS
Pruned65 GeV < M

 0.4≤ 21τ < 105 GeV + PUPPI
Softdrop65 GeV < M

 0.52≤ DDT
21τ < 105 GeV + PUPPI

Softdrop65 GeV < M

W-jet, AK R = 0.8
 > 200 GeV

T
p

 2.4 GeV≤| η|

(a)
Number of PVs

0 10 20 30 40

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

1.2

1.4
13 TeVCMS Simulation Preliminary

 < 105 GeVCHS
Pruned65 GeV < M

 < 105 GeVPUPPI
Softdrop65 GeV < M

 0.45≤ 21τ < 105 GeV + CHS
Pruned65 GeV < M

 0.4≤ 21τ < 105 GeV + PUPPI
Softdrop65 GeV < M

 0.52≤ DDT
21τ < 105 GeV + PUPPI

Softdrop65 GeV < M

W-jet, AK R = 0.8
 > 200 GeV

T
p

 2.4 GeV≤| η|

(b)

 (GeV)
T

Jet p
500 1000 1500 2000

M
is

ta
g 

ra
te

0

0.1

0.2

0.3 13 TeVCMS Simulation Preliminary

 < 105 GeVCHS
Pruned65 GeV < M

 < 105 GeVPUPPI
Softdrop65 GeV < M

 0.45≤ 21τ < 105 GeV + CHS
Pruned65 GeV < M

 0.4≤ 21τ < 105 GeV + PUPPI
Softdrop65 GeV < M

 0.52≤ DDT
21τ < 105 GeV + PUPPI

Softdrop65 GeV < M

QCD, Pythia8
 > 200 GeV

T
p

 2.4 GeV≤| η|

(c)
Number of PVs

0 10 20 30 40

M
is

ta
g 

ra
te

0

0.1

0.2

0.3 13 TeVCMS Simulation Preliminary

 < 105 GeVCHS
Pruned65 GeV < M

 < 105 GeVPUPPI
Softdrop65 GeV < M

 0.45≤ 21τ < 105 GeV + CHS
Pruned65 GeV < M

 0.4≤ 21τ < 105 GeV + PUPPI
Softdrop65 GeV < M

 0.52≤ DDT
21τ < 105 GeV + PUPPI

Softdrop65 GeV < M

QCD, Pythia8
 > 200 GeV

T
p

 2.4 GeV≤| η|

(d)

Figure 17: Efficiency of the PF+CHS pruned jet mass and PF+PUPPI softdrop jet mass selec-
tion and the combined (PUPPI) t2/t1 (DDT) and mjet selection on WW signal samples as a
function of (a) pT and (b) the number of reconstructed vertices. Reconstructed jets enter (the
demoninator and numberator of) the efficiency only if at generator level both quarks from the
W decay are within DR < 0.8 of the jet axis. (c) Mistag rate of the PF+CHS pruned jet mass and
PF+PUPPI softdrop jet mass selection and the combined (PUPPI) t2/t1 (DDT) and mjet selec-
tion on WW signal samples as a function of (c) pT and (d) the number of reconstructed vertices.
The error bars represent the statistical uncertainty in the MC simulation and the horizontal
ones the binning.
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Figure 17: Efficiency of the PF+CHS pruned jet mass and PF+PUPPI softdrop jet mass selec-
tion and the combined (PUPPI) t2/t1 (DDT) and mjet selection on WW signal samples as a
function of (a) pT and (b) the number of reconstructed vertices. Reconstructed jets enter (the
demoninator and numberator of) the efficiency only if at generator level both quarks from the
W decay are within DR < 0.8 of the jet axis. (c) Mistag rate of the PF+CHS pruned jet mass and
PF+PUPPI softdrop jet mass selection and the combined (PUPPI) t2/t1 (DDT) and mjet selec-
tion on WW signal samples as a function of (c) pT and (d) the number of reconstructed vertices.
The error bars represent the statistical uncertainty in the MC simulation and the horizontal
ones the binning.
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Cut-based approach SoftDrop mass and t2/t1 

Alternative tagger with mass/pT decorrelated (DDT approach) 
Flat fake rate (advantage for background estimates)

]simple cut ]simple cut

DDT] DDT]
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Figure 22: Top tagging variable distributions for the CA15 jet associated to the boosted top
hadronic decay in selected semi-leptonic tt events for the loose (1.0% nominal background mis-
tag rate) low pT HTT V2/CHS working point. The tt MC and the selected backgrounds are
stacked. The distributions are: (a) HTT V2 mass. (b) fRec. (c) softdrop groomed N-subjettiness
A hashed band indicates the sum in quadrature of the statistical and systematic uncertainties
of the simulation. The ratio of data to simulation is displayed below the distribution. A dark
shaded and a light shaded band indicate the statistical uncertainty of the simulation and the
systematic uncertainty of the modeling of top pT spectrum, respectively.
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Multiple approaches (cut-based or MVA) leveraging SoftDrop 
mass, t3/t2, sub-jet pair masses, and sub-jet b-tagging
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• Hadronic objects are of paramount importance for the 
CMS physics program 

• Wide range of objects identified 
• t →n+hadrons 
• Jet flavour (b, c, quark/gluon) 
• Boosted objects (top, W/Z, X → bb) 

• Constant struggle to improve current performance and 
identify more objects 
• Modern machine-learning tools introduced wisely can 

greatly boost the performance

Summary / Outlook

22Mauro Verzetti - U. Rochester
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Boosted tau tagging
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Riccardo Manzoni - Università & INFN Milano Bicocca

Camilla Galloni - Boost 2016

Boosted regime

6

Run I

)τ,τR(∆
0 0.5 1 1.5 2 2.5 3

Ev
en

ts
 (n

or
m

al
iz

ed
 u

ni
ts

)

0

0.05

0.1

0.15

0.2

0.25 Rad (1.0 TeV)
Rad (1.5 TeV)
Rad (2.0 TeV)
Rad (2.5 TeV)

 = 8 TeVsCMSSimulation Preliminary

ν

!

!

H

μ ν

ν
π

h-

!

!

H

ν
π
h-

Semileptonic final state Fully hadronic final state

ν
h+ π

CMS-PAS-EXO-15-008 

• High mass resonances (Radion, 
Graviton, Z’,W’) may decay in 
high-pT Higgs bosons

• Challenging high-pT H→"" 
reconstruction
• taus can be collimated 
• tau decay products can overlap

Boosted Taus

dedicated τ reconstruction  
for the high-pT regime 

• e.g. heavy X→hh→bbττ,  
where h’s are highly boosted  
and their decay product overlap

18

• unified approach for both ℓτ and ττ 
• start from a fat jet (cone R=0.8) 
• identify subjets (pT>10 GeV) 

•  are considered as subjets too 

• run standard τ reconstruction  
on subjets 

• isolation computed within the subjet 
radius to avoid overlaps 

Camilla Galloni - Boost 2016

Boosted reconstruction Run-2
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Run I

For all final state: boosted technique
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•Start from large cone jet (R=0.8):

•subjet(sj) finding algorithm and require 2 subjets:
- pT(sj1,sj2) > 10GeV
- Max(mass(sj1),mass(sj2))/mass(jet)< 0.667

In semileptonic final state the lepton is considered a 
subjet at this stage

•Use subjets as a seeds for CMS Tau reconstruction 

large cone jet
Fully hadronic Semileptonic
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•Start from large cone jet (R=0.8):

•subjet(sj) finding algorithm and require 2 subjets:
- pT(sj1,sj2) > 10GeV
- Max(mass(sj1),mass(sj2))/mass(jet)< 0.667

In semileptonic final state the lepton is considered a 
subjet at this stage

•Use subjets as a seeds for CMS Tau reconstruction 

large cone jet
Fully hadronic Semileptonic

Unified approach for both th and tl: 
1. Start from AK8 jet 
2. Identify sub-jet with pT > 10 GeV 
3. Run standard reconstruction on 

sub-jet constituents

Riccardo Manzoni - Università & INFN Milano Bicocca

Boosted taus - Performance

• the boosted tau reconstruction significantly improves signal acceptance 
for high pTH > 500 GeV, especially for τhτh

19
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H→!! identification Run-2

14

Run I

Boosted tau reconstruction more efficient for high-pT Higgs 
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b-tagging performance measurements

25Mauro Verzetti - U. Rochester

Efficiency	and	scale	factor	measurements:
SFb(pT) in	different	event	topologies

14

Comparison of the b jet scale factor (SFb) for the tight working point of the CSVv2 
tagger. The combination of the measurements performed with methods based on 
muon enriched multijet events (LT, ptrel, system8) is presented in blue squares, while 
the combination of SF from	tt̅ events (with the Kin and TnP methods) is displayed with 
red bullets. Also shown is the full combination of muon-enriched and tt̅
measurements including an additional 1% uncertainty to cover any residual sample 
dependence. The combined SFb value with its overall uncertainty is displayed as a 
green area. To increase the visibility of the measurements, the resulting scale factors 
on tt̅ and muon enriched multijet events are slightly displaced with respect to the bin 
center for which the measurement was performed. The last bin includes the overflow.
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Efficiency	and	scale	factor	measurements:
c	tagger:	c	jet	scale	factors

17

The upper panels show the scale factor for c 
jets (SFc) for the loose operating points of 
the c tagger, measured in a semi leptonic tt̅
(blue) and W+charm (red) topology. Due to 
the limited statistics the tt̅ based method is 
not binned in pT. The thick error bars 
represent the statistical error and the narrow 
error bars the combined statistical and 
systematic uncertainties. The combined scale 
factor value with its overall uncertainty is 
displayed as a hatched area. 
The lower panels show the same combined 
scale factor value with the result of a 
constant fit function superimposed (solid 
curve). The combined statistical and 
systematic uncertainty is centered around the 
fit result, represented by the points with error 
bars. The last bin includes the overflow. 

The misidentification probability measurement for the medium working point of the 
DeepCSV algorithm. This measurement uses the negative tag method performed on a 
sample of inclusive multijet events. In the top panel the misidentification probability in 
data and simulation is presented as a function of the jet pT. The bottom panels show 
the scale factor for light-flavour jets, where the solid curve is the result of a fit to the 
resulting scale factor values as a function of the jet pT and the dashed lines represent 
the overall statistical and systematic uncertainty on the measurement. The scale factors 
are typically larger than one in a broad jet pT range. The scale factors shown in this 
and in the following slides show deviations from unity, as the quantities of relevance 
for heavy flavor identification are not perfectly modeled by simulations.

Efficiency	and	scale	factor	measurements:
DeepCSV misidentification	probability

13
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Boosted b-tagging

subjets fatjet double-b

τ-axis1

τ-axis2

subjets fatjet double-b

τ-axis1

τ-axis2

subjets fatjet double-b

τ-axis1

τ-axis2

FatJet: CSVv2 w/o retraining. 
Custom (relaxed) track and SV 
association directly on anti-kT 0.8

Sub-jet: CSVv2 w/o retraining 
applied to sub-jets (soft drop, 
pruned, etc…). Used for boosted top

Double b: dedicated training 
targeting boosted resonances X→bb
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Boosted b-tagging
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SoftDrop ( arXiv:1307.0007, arXiv:1402.2657) and pruning 
(arXiv:0912.0033)
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Groomed jet mass 

6 29. Jun 2017 Andreas Hinzmann 
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CMS Simulation

•  Remove soft (large angle) radiation 

•  Many approaches proposed 
•  BDRS: Butterworth, Davison, 

Rubin, Salam arXiv:0802.2470 
•  Pruning: Ellis, Vermilion, Walsh  

arXiv:0912.0033 
•  Trimming: Krohn, Thaler, Wang 

arXiv:0912.1342 
•  Softdrop/mMDT: Dasgupta et al. 

arXiv:1307.0007, Larkoski et al. 
arXiv:1402.2657 

•  … 
•  Various grooming algorithms extensively studied by CMS 
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4.2 Shape Observables 9
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Figure 2: Distribution of pruned mass (top), softdrop (z = 0.2, b = 1) mass for low pT jets
reconstructed using CA15 (center), and softdrop (z = 0.1, b = 0) mass (bottom) for high pT
jets reconstructed using AK8. The softdrop mass distributions are shown for a fiducial selec-
tion without (left) and with (right) the merged-top requirement. The percentage in the legend
indicates the fraction of entries shown in the plot with respect to the fiducial selection. Events
correspond to an average number of hµi = 20 pileup interactions and a bunch spacing of 25 ns.

Sub-jettiness

3.2 N-Subjettiness 5

pT and only the leading n subjets are considered. In the case of trimming, all resulting subjets
with pT,subjet > f · pT,jet are retained, where f is a constant parameter. Finally, one reconstructs
the top quark candidate as the four-vector sum of the remaining subjets.

In contrast, pruning [12] (mPr.) removes single constituents in multiple clustering stages. Start-
ing with all the individual constituents of an initial jet, the clustering procedure is repeated
while two conditions are evaluated for each recombination of two objects i and j into p:

z =
min(pTi, pTj)

pTp
< zcut and DRij > rcut. (1)

Here pTx denotes the transverse momentum of object x, DRij the angular distance between ob-
jects i and j, while zcut and rcut are parameters chosen to suppress soft and wide angle radiation,
respectively. If both conditions are fulfilled, the two branches are merged, otherwise, the lower-
pT jet is discarded. The clustering algorithm then continues for the remaining constituents of
the jet.

Finally, softdrop [13] (mSD.) declustering reduces the dependency of groomed variables on non-
global logarithms. The clustering of a jet with distance parameter R is reverted step by step,
breaking the jet j in two subjets j1 and j2 at each iteration. If the softdrop condition

min(pT1, pT2)
pT1 + pT2

> zcut · (
DR12

R
)b (2)

holds then j is considered the final jet and the procedure stops. Otherwise, the same strategy is
repeated by relabelling the higher pT subjet as j and discarding the lower pT one. The softdrop
algorithm has two free parameters: zcut determines the strength of the fractional pT selection,
while b can be set to values greater than zero to soften the selection for collinear radiation.

3.2 N-Subjettiness

Another feature useful for seperating signal from background events is the energy distribution
inside the jet. Jets resulting from hadronic decays of top quarks are expected to have three
regions where most of the energy is deposited, which correspond to the three partons resulting
from the top quark decay. In contrast, jets arising from the hadronization of light quarks or
gluons are expected to only have one or two such regions.

The n-subjettiness [15] ti measures the compatibility of a jet with the hypothesis that it is com-
posed of i subjets. It is defined as:

ti =
1

Âk pT,kR Â
k

pT,k min (DR1k, DR2k, · · · , DRik) , (3)

where the index k enumerates the constituents of the input jet, pT,k is the transverse momentum
of the k-th constituent, R denotes the distance parameter used for the initial jet reconstruction,
and DRik is the angular distance between the i-th subjet and the k-th constituent. The subjets
are reconstructed using the one-pass kt axes approach.

The value of ti tends to zero in the case of exactly i subjets and to one if there are less than i
subjets. For top quark decays, a topology with three subjets is expected while jets from light
quarks or gluons will have fewer subjets. This makes the ratio t3/t2 a robust variable for top
quark identification.


