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The CMS Phase1 Pixel Detector
Danek Kotlinski/PSI

9/3/16

 

The present (2008) CMS pixel 
detector has worked very well.

Resolution: 
10μm r-Φ

       23μm  z 

Thresholds: 
2500e absolute 
3400e in-time 

Small number of dead modules
(1.5%) and very small number of 
masked pixels ~2500 (out of 60M).
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Therefore we decided to keep the basic design features 
unchanged:
- (almost) square pixel size 100um*150um
- exactly the same sensor design n-in-n (bpix p-spray, fpix  p-stop)
- same readout architecture, same 0.25 um chip technology.

The upgrade concentrated on the items which were judged either 
inadequate for higher luminosity or inconvenient:
- lower dynamical data losses
- switch from analog to digital data transmission
- lower the overall detector mass by using different cooling, 

different placement of auxiliary on-detector electronics and new cable
design.

In addition a few other things have been changed:
- lower beam-pipe radius
- use DC-DC converters for powering (10V -> 3V)
- switch from VME to uTCA for the readout electronics.  

• Baseline L = 2x1034 cm-2sec-1 & 25ns  50PU;  tolerate  50ns  100PU
• Survive Integrated Luminosity of 500fb-1  

Main goals of the phase1 upgrade 
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Phase 1 Geometry

BPIX:  48 M → 79 M channels FPIX: 18 M→ 45 M channels
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Main Parameters

Parameter of Pixel System

# layers  (tracking points)

beam pipe radius (outer)

innermost layer radius

outermost layer radius

pixel size   (r-phi x z)

In-time pixel threshold

pixel resolution (r-phi x z)

cooling

material budget X/X0 (=0)

material budget X/X0 (=1.6)

pixel data readout speed

1st layer module link rate (100%)

ROC pixel rate cabability

control & ROC programming 

Present

3

29.8 mm  

44 mm

102 mm

100  x 150 

3400 e

13  x 25 

C6F14 (monophase)

6%

40%

40MHz (analog coded)

13 M pixel/sec 

~120 MHz/cm2

TTC & 40MHz I2C

Upgrade

4

        22.5 mm  (LS1)

29.5 mm

160 mm

100   x 150

1800 e

          13  x 25  (or better)

CO2 (biphase)

5.5%

20%

400Mb/sec (digital)

52 M pixel/sec 

~580 MHz/cm2

  TTC & 40MHz I2C
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Readout Chip

New ROC for layer 2,3,4 and fpix - PSI46dig

• PSI46dig derived from present ROC with minimal changes 

• same architecture & technology, tested rad. hard >240Mrad OK

• buffer size change DC time-stamp/data 12/32 -> 24/80

• digital data readout (160Mbit/sec) of 8-bit ADC pixel pulse height    

• reduced pixel in-time threshold of 1800e  (present 3400e)

• should work up to 120 MHz/cm2

  

For Layer 1 this is not enough – PSI46dig+  ->  PROC600

• the data rates reach 600 MHz/cm2
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Readout Chip

PSI46 PSI46dig

Pixel array

new circuits: 
extra readout buffer
ADC, PLL

Pixel array

32 pixel hit buffers 80 pixel hit buffers

12 time stamp buffers

24 time stamp buffers

PSI46dig

7.9 mm x 10.2 mm
52 x 80 array
150  x 100 pixels

For BPix Layers 2-4 & FPix
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Readout Chip

500 580

Layer 2-4 ROC 

Simulated ineffic
iency One potential show

stopper. 
If unchanged it would
reach >30%
inefficiency at
580MHz/cm2

Our target

 Developed new concept of dynamic cluster column drain (DCCD)
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Readout Chip

Basic idea: pixels come in clusters. 
Modify column drain to transfer 2x2 clusters instead of single pixels.

Mean size of 2x2 cluster is 1.95 pixels 
(note: this is smaller than the average measured cluster size, 
since it is restricted inside the same double column)

Mean number of clusters per event per double column is 1.2 at 580 MHz/cm2

2.34 pixels per column drain (CD)
● PSI46dig         : need ~2n+3 clocks per CD (n=#pixels): 7.7 clocks per CD
● PSI46digL1     : need m+2 clocks per CD (m=#clusters): 3.2 clocks per CD
●  gain of factor 2.4 in speed
● new logic design of up to 7 pending CDs gives overall factor  ~3  or more
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Readout Chip (Layer 1)

Design parameters:

 chip size  7860  x 10’550 

 pixel size  100  x 150  

 339 transistors / pixel   (268 L24 ROC)

 pixel array   52 x 80

 DCCD transfer in DC at 40MHz

 Data Buffer Cluster Cells (4x)  56

 Timestamp Buffer  40

 ROC Read-out Buffer 64

 Total transistor count : 2.2 M

 analog pulse height : 8 bit ADC

 pixel rate ~600MHz/cm2

 expect rad. hardness  ~500Mrad

 power consumption

  - analog power identical to L24 ROC

  - digital power probably less than L24 
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Readout Chip (Layer 1)

 submission Nov 2015  Jan. 2016,  testing now in Feb. 2016  

 complex data logic is fine, fix address receivers, fix S/H bug, improve ph matching  (done)

 dig. power consumption:  36mA + 0.06mA/(MHz/cm2) as expected  

15 ROC’s mounted and ready for  p-irradiations at KTI (60,120,240 & 480Mrad)    

 high rate tests of sensor bump bonded ROC with x-rays planned for next week                        

 submission of final production batch soon.
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Pixel Modules 

FPIX module

Disk 1-3 Layer 2-4   Layer 1

672 modules 1088 modules   96 module

40 – 100 MHz/cm2 40 – 120 MHz/cm2                 580 MHz/cm2

PSI46dig PSI46dig   PSI46dig+

TBM8b TBM8b / TBM9 (L2)         TBM9

15-40 Mrad 15-50 Mrad   2 x 120 Mrad

672 f ibers 1312 f ibers   384 f ibers

Pilot Blades
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Pilot Blades

Phase 1 prototypes installed in present FPIX at 3rd Disk locations

• 8 FPIX-style modules (TBM08b, PSI46dig) and f lex cables

• Mounted on spare C6F14 cooling FPIX channels

• Readout chain (POH, portcard, FED with digital daughter card)

• DC-DC converter or normal powering

Mounted in FPIX in early August 2014 

Integration to DAQ & online system underway

13&August&2014&
Status&of&Pilot&Detector&at&CERN&K&

Bora.Akgun@cern.ch& 10&

DCKDC&power&board&on&
BmO&

RTD&glued&
on&&DCKDC&
converter&

Pilot Disk in FPIX Half Cylinder

Two Modules on cooling channel

13&August&2014& Status&of&Pilot&Detector&at&CERN&K&
Bora.Akgun@cern.ch& 6&

Modules&facing&IP&on&BmO&&

Installed&on&Wednesday&K&30th&of&July&
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Status 

PSI46di ROC has been produced & tested, is used for module production.
PSI46dig+ prototype has bee received, needs small changes, will be resubmitted 
for production in March.

Ongoing module production in: CH-Consortium, INFN, DESY, Aachen, Karlsruhe,
CERN, Taiwan, FNAL, Nebraska, Purdue.

Detector mechanics being build at FNAL & CH-Consortium.
Supply tubes being build at FNAL & CH-Consortium.

New readout (uTCA): hardware  designed& being produced, firmware developed 
at Wien &  Strasbourg. 
 
New cooling being installed: CERN.
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 SPARES 
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Module design

layer Radius
[ cm] 

modules Hit rate
[MHz/cm2]

Links /
module

Rate/link
[Mbits/s]

fibers

1 3.0 96 580  4 140 384

2 6.8 224 120  2 80 448

3 10.2 352 60 1 80 352

4 16.0 512 40 1 60 512

D1-3 inner 4.5-11.0 2x44 100 1 130 264

D1-3 outer 9.6-16.1 2x68 40  1 70 408

Layer 1 Layers 2-4 FPix
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DC-DC Converters 

•Present Detector → upgrade:

• Number of channels x 1.9

• Same set of power cables

•DC-DC converters near the detector,
 10 V → 3.0 V / 2.4 V, 80 % efficiency

•1184, converter modules total

•Used  with the pilot system (4/8 blades) DCDC converter with AMIS5 ASIC
(RF shield not mounted)
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Cabling problems

Building a complete detector 
one also has to deal with 
very “boring” problems
like cabling.

Twisted pairs 
cables at the barrel
endflange

Twisted pair cables at the POH (optical converters)
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Does at 500 1/fb

L4  15 Mrad

L1  100 Mrad

Supply tube


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18

